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General information

Monitoring of structures and natural objects with regard to movements and deformations is one of the
main tasks of engineering geodesy. Geometric changes of points can be detected with geodetic
instruments, such as level instruments, total stations and GNSS receivers. Beside tachymeters, only
GNSS receivers are able to measure the three-dimensional positions point-wise automatically and
continuously. The geodetic GNSS receivers can achieve accuracies in the sub-cm range up to mm e.g.
by using different time-based one-dimensional filter algorithms in monitoring systems. The use of

-12
small low-cost atomic oscillators with a stability of about 10 and higher in GNSS receivers and
satellites opens new opportunities for monitoring of structures, natural objects and phenomena to
control the measurements and increase their accuracy.

In recent years, new area-wise measuring methods such as stereoscopic image sequence analysis,
terrestrial laser scanning and ground-based radar have been introduced for practical applications.
Terrestrial laser scanner (TLS) is a new measurement instrument to acquire area- wise deformations
with high-resolution. Laser scanning technology can be successfully used for geospatial monitoring
of complicated industrial objects and structures (dams, bridges, tunnels and other complex
engineering structures) providing accuracy about 1-10 mm. There are many different approaches
for the derivation of deformations.

The point-based methods provide highly precise information for individually characterized points.
The area-based methods provide the complete shape of the object in a high resolution and with an
often reduced accuracy. The accuracy and reliability of the area wise measurement method should be
improved through the precise point wise measurement method.

Area-wise monitoring can be carried out using stereoscopic images or image sequences, followed
by photogrammetric processing involving image orientation and image matching, and resulting in a
3D point cloud similar to that of laser scanning. As a consequence, further processing of this point
cloud to derive object movement etc. is very similar to that for laser scanning point clouds. Image
acquisition can be done from static cameras with known (pre-calibrated) image orientation, or from
moving platforms, e. g. unmanned aerial vehicles (UAV).

The potential of the integration of precise point-wise measurements and high resolution area-wise
measurements to lead to a rigorous statistical deformation analysis scheme has not yet been
systematically investigated, which constitutes a gap within the recent research in engineering
geodesy. The information from point-wise measurements including the complete stochastic
description in time and space shall be used to strengthen the information from the area-wise
information especially with respect to the accuracy of modeling of surfaces and the reliability to
detect edges and corners. This integration may be realized in geodetic adjustment or in Kalman filter
approaches. The alternative is a Baysian estimation approach to combine the two data sources e.g.
using the point-wise data as prior information for the estimation of the surfaces by the area-wise data.
For example GNSS and TLS can be used to improve functional safety of high liability hydro technical
constructions and dams at hydroelectric power stations and, consequently, the safety of the population
in the surrounding areas. The integration of point-wise measurements with physical models of
structures by means of FEM in case of a static and dynamic behavior of structures leads to the topic of
“Structural Health Monitoring”. In that integration case the point-wise geodetic geodetic
displacements and the nodal point displacements can be leaded together by the FEM shape functions,
and “unhealthy” physical structures, can be identified by adequate parametrizations or —parameter-
changes in the characteristic FEM matrices (stiffness-, damping- and mass-matrix).

The round-table discussion will be devoted to leading research in the field of integration of point-
and area-wise deformation analysis, and defining and developing future research targets.
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Key issues are as follows:

Objects under observation: Industrial and civilian, public utilities (hydro technical
constructions, atomic and thermal power plants), mining plants, minery, shafts, tunnels,
linear structures (highways, roads, pipelines, power transmission lines), landslides,
glaciers, etc.

Methods of observations and measurements: leveling, line-and-angle, laser scanning,
Earth remote sensing, aerospace surveys (aerial and GPS surveys), radar. and georadar
surveys, mine surveying, gravity surveys, interference control techniques, GNSS and
MEMS technologies

Monitoring data processing and interpretation: software tools for geodata analysis,
processing, interpretation and visualization, algorithmization and estimation concepts of
geodetic observations and mathematical methods of analysis, integrated and system
analysis related monitoring approaches, structural health-monitoring processing and
interpretation, cloud computing technologies.
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TECHNICAL PROGRAMME

Monday, 14 April 2014

Monday

14 April 2014
09:00-09:45

SSGA, Novosibirsk
Room 402, Floor 4

Registration of participants and visitors

Monday

14 April 2014
09:45-10:00

SSGA, Novosibirsk
Room 402, Floor 4

Opening Ceremony of the workshop
“Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”

e Prof. Dr. Alexander P. Karpik, Rector of Siberian State Academy of
Geodesy

e Prof. Dr.-Ing. Volker Schwieger, Director, Institute of Engineering
Geodesy, University of Stuttgart, Chair of FIG Commissions 5
“Positioning and Measurement”, Germany

Monday

14 April 2014
10:00-12:00
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 1: Deformation Analysis and Modeling

Chair: Prof. Vladimir A. Seredovich, Vice Rector for Scientific and Innovative
Activities, Siberian State Academy of Geodesy, Russian Federation

Co-Chair: Prof. Dr.-Ing. Reiner J&ager, University of Applied Sciences Karlsruhe
(HSKA), Institute of Geomatics, Honorary Professor of SSGA, Germany

Secretary:  Otto Lerke, Institute of Engineering Geodesy, University of Stuttgart,

Germany

V. Schwieger, University of Stuttgart, Germany
Kinematic and Dynamic Deformation Modeling

A.V. Seredovich, V.A. Seredovich, A.A. Ivanov, Siberian State Academy of
Geodesy,

Russian Federation

Modeling of Engineering Object Deformations by the Results of Point- and
Area-Wise Observations

R. Jager, University of Applied Sciences Karlsruhe (HSKA), Germany
Methods and Approaches for Integrated Deformation Analysis

1.G. Vovk, Siberian State Academy of Geodesy, Russian Federation
Modeling of Linear Objects by the Results of Geodetic Monitoring

U. Stilla, Technical University of Munich (TUM), Germany
Change Detection in Point Clouds
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Monday

14 April 2014
13:00 - 15:30
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 2: Geodetic Monitoring of Industrial Objects

Chair: Dr. Ivo Milev, Managing Director, “technet-rail 2010 GmbH”, Beuth
University of Applied Science Berlin, Chair of FIG Commission 6
“Engineering Surveys”, Germany

Co-Chair: Assoc. Prof. Alexander V. Seredovich, PhD, Department of
Engineering Geodesy and Mine Surveying, Siberian State Academy of
Geodesy, Novosibirsk, Russian Federation

Secretary: Ekaterina I. Gorokhova, Senior Engineer, Department of Engineering
Geodesy and Mine Surveying, Siberian State Academy of Geodesy,
Novosibirsk, Russian Federation

A.P. Karpik, A.V. Dubrovsky, Siberian State Academy of Geodesy, Russian
Federation

Basic Principles of Geoinformation Solutions for Safe Operation of Nuclear
Power Plants (NPPs)

J. van Cranenbroeck, Creative Geosensing sprl-s, Belgium, Europa

K. Y. Xiangjun, Hans Ni Xiangjun, Beijing iSpatial Co Ltd PR China
SAMOS Switching Antenna Monitoring System Applied on Tailings
Reservoir On-Line Monitoring Project

K.B. Khasenov, M.Ye. Rakhymberdina, D. Serikbaev East Kazakhstan State
Technical University (EKSTU), Republic of Kazakhstan

K. M. Kaleeva, S. Amanzholov East Kazakhstan State University (EKSU),
Republic of Kazakhstan

Geodetic Monitoring of Gravity Dam Deformations on the Maloulbinsky
Reservoir

A.l. Fyodorov, N.V. Fyudorova, Siberian State Academy of Geodesy, Russian
Federation

Benchmark Stability Control in Geodetic Monitoring for Nuclear Power
Plant Safety

M. Reich, J. Unger, F. Rottensteiner, C. Heipke, Institute of Photogrammetry
and Geolnformation, Leibniz Universitdt Hannover, Germany
A New Approach for an Incremental Orientation of Micro-UAV Image

Sequences

V.F. Kanushin, I.G. Ganagina, D.N. Goldobin, A.M. Kosareva, L.R.
Galimov, Siberian State Academy of Geodesy, Russian Federation

The Impact of Nontidal Gravity Variations on the Results of Geodetic
Monitoring of Hydrotechnical Constructions

V.V. Loshchev, Novosibirsk State University of Architecture and Civil
Engineering, Russian Federation

A New Approach to the Problem of Monitoring Reinforced Geosynthetics
Earth Structures
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Monday

14 April 2014
15:45 -18:00
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 3: Geodetic Monitoring of Natural Objects

Chair: Prof. Evgeny I. Avrunev, Department of Cadastre and Territorial
Planning, Siberian State Academy of Geodesy, Novosibirsk, Russian
Federation

Prof. Alexander Zagibalov, Department of Mine Surveying and
Geodesy, National Research Irkutsk State Technical University,
Russian Federation

Ekaterina I. Gorokhova, Senior Engineer, Department of Engineering
Geodesy and Mine Surveying, Siberian State Academy of Geodesy,
Novosibirsk, Russian Federation

Co-Chair:

Secretary:

A.V. Seredovich, V.A. Seredovich, A.A. Ivanov, Siberian State Academy of
Geodesy,

Russian Federation

Landslide Hazard Assessment of Pit Mine Edges Using Laser Scanning
Data

E.l. Avrunev, I.A. Giniyatov, D.Yu. Terentyev, M.V. Meteleva, Siberian
State Academy of Geodesy, Russian Federation

Geodetic Monitoring of Natural Object Conditions (as an example of a
landslide)

V. S. Khoroshilov, O.G. Pavlovskaya, Siberian State Academy of Geodesy,
Russian Federation

Special Aspects of Mathematical Landslide Processes Modeling by
Geodetic Data during Blasting Operations and Transportation of Big Soil
Masses

V.G. Kolmogorov, Siberian State Academy of Geodesy, Russian Federation
Geodetic Monitoring of Contemporary Deformation Conditions of Near
Surface Structures of South Siberia

V.D. Han, National Research Irkutsk State Technical University, Russian
Federation

Proven Experience Using Satellite Measurements for Landslide
Monitoring

J. Unger, M. Reich, C. Heipke, Institute of Photogrammetry and
Geolnformation, Leibniz Universitdt Hannover, Germany
UAV-based Photogrammetry: Monitoring of a Building Zone

Tuesday, 15 April 2014

Tuesday

15 April 2014
09:00 - 11:00
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 4: Construction Monitoring

Chair: Prof. Anatoly L. Okhotin, Head, Department of Mine Surveying and
Geodesy, National Research Irkutsk State Technical University, Director of
I LLC NPC “Baikalgeoservice”, Russian Federation

Co-Chair:  Dr.-Ing. Martin Metzner, Deputy Director, Institute of Engineering
Geodesy, University of Stuttgart, Germany

Secretary  Ekaterina I. Gorokhova, Senior Engineer, Department of Engineering

Geodesy and Mine Surveying, Siberian State Academy of Geodesy,
Russian Federation
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I. Milev, D. Staykova, “technet-rail 2010 GmbH”, Beuth University of Applied
Science Berlin, Germany
TLS for Structure Monitoring

1.VV. Minin, O.V. Minin, Siberian State Academy of Geodesy, Russian
Federation

Strain Analysis in Explosion Physics Problems Using Cloud
Photogrammetry

A.V. Seredovich, V.A. Seredovich, A.A. Ivanov, Siberian State Academy of
Geodesy,

Russian Federation

Geodetic Monitoring of Industrial Facilities Using Laser Scanning and
Thermal Survey Data for Revealing Hazardous Areas

1.VV. Minin, O.V. Minin, Siberian State Academy of Geodesy, Russian
Federation

Diffractive Optics and its Application for 3D Scanners and Interferometry
Deformation Measurements in Millimeter-wave

M.A., Altyntsev Siberian State Academy of Geodesy, Russian Federation
Automated Recognition of Roadbed Deformations (defects) Using Laser
Scanning Data

Tuesday

15 April 2014
11:30 - 13:00
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 5: Deformation Analysis and Time Series Analysis

Chair: Prof. Dr.-Ing. Volker Schwieger, Director, Institute of Engineering
Geodesy, University of Stuttgart, Chair of FIG Commissions 5
“Positioning and Measurement”, Germany

Co-Chair: Prof. Kaisar B. Khasenov, Department of Geodesy, Land
Management and Cadastre, D. Serikbaev East Kazakhstan State
Technical University (EKSTU), Republic of Kazakhstan

Secretaries: Olga A. Situkha, Regional Centre for Laser Scanning, Siberian State
Academy of Geodesy, Novosibirsk, Russian Federation
Otto Lerke, Institute of Engineering Geodesy, University of
Stuttgart, Germany

C. Heipke, Leibniz University Hannover, Germany
Dense Matching for Deformation Analysis

M. Metzner, University of Stuttgart, Germany
Time Series Analysis for Construction Monitoring

A.V. Zagibalov, National Research Irkutsk State Technical University, Russian
Federation
Mathematic Modeling of Mineral Deposits

L. Zhang, University of Stuttgart, Germany
Time-Spatial Analysis for Low-Cost GPS Time Series
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Tuesday

15 April 2014
14:00 - 16:00
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 6: Monitoring by Laser Scanning

Chair: Prof. Dr.-Ing. Uwe Stilla, Vice President of the German Society of
Photogrammetry, Remote Sensing and Geoinformation, Faculty of Civil,
Geo and Environmental Engineering, Institute of Photogrammetry and
Cartography, Technical University of Munich (TUM), Germany

Co-Chair: Prof. Dr. Valery S. Khoroshilov, Department of Physical Geodesy and

Remote Sensing, Siberian State Academy of Geodesy, Novosibirsk,
Russian Federation

Ekaterina I. Gorokhova, Senior Engineer, Department of Engineering
Geodesy and Mine Surveying, Siberian State Academy of Geodesy,
Russian Federation

Maxim A. Altyntsev, PhD, Senior Lecturer, Siberian State Academy of
Geodesy, Russian Federation

Secretaries:

A.A. Tokin, National Research Irkutsk State Technical University, Russian
Federation
Underground Laser Scanning for Testing of Constructions

A. Schmitt, University of Stuttgart, Germany
Combining Laser Tracker and Laser Scanner Data

E. I. Gorokhova, Siberian State Academy of Geodesy, Russian Federation
Terrestrial Laser Scanning for Monitoring of Tunnel Deformations

B. Zheng, University of Stuttgart, Germany
TLS for Calibrating Finite Element Models

A. Scheider, University of Stuttgart, Germany
Detecting and Modeling Fine Structures from TLS Data

Tuesday

15 April 2014
16:30 - 17:15
SSGA,
Novosibirsk

Room 402, Floor 4

Technical session 7: Geodetic Monitoring for Mining

Chair: Dr. lvo Milev, Managing Director, “technet-rail 2010 GmbH”, Beuth
University of Applied Science Berlin, Chair of FIG Commission 6
“Engineering Surveys”, Germany

Assoc. Prof. Alexander V. Seredovich, PhD, Head of the Department
of Engineering Geodesy and Mine Surveying, Siberian State Academy
of Geodesy, Novosibirsk, Russian Federation

Olga A. Situkha, Regional Centre for Laser Scanning, Siberian State

Academy of Geodesy, Novosibirsk, Russian Federation

Co-Chair:

Secretary:

A.L. Okhotin, National Research Irkutsk State Technical University, Russian
Federation UASs for Monitoring of Open Pit Mines

K.M. Antonovich, N.S. Kosarev, Siberian State Academy of Geodesy, Russian
Federation

Future Challenges of Small Atomic Oscillators Used in GNSS Monitoring
Systems for Structures and Natural Objects
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T. T. Ipalakov, D. Serikbaev East Kazakhstan State Technical University,
Republic of Kazakhstan

E. K. Nurzhumin, S. Seyfullin Kazakh Agrotechnical University, Republic of
Kazakhstan

The Assessment of Geomechanical Situation in the Neighborhood of
Designed Open Pit-Side Contours Convergence with Shafts in Mine
Development

S.0. Gridnev, National Research Irkutsk State Technical University, Russian
Federation

New Method of Vertical Shaft Monitoring

Tuesday

15 April 2014
17:15-18:00
SSGA,
Novosibirsk

Room 402, Floor 4

Round-table discussion

Tuesday

15 April 2014
18:00

SSGA,
Novosibirsk

Room 402, Floor 4

Closure of workshop
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IHPOI'PAMMA KOH®EPEHIIUHU

Ioneneasnuk, 14 anpens 2014

[HonenenbHUK

14 anpens 2014
09:00-09:45

CITA, HoBocubupck
ayn. 402, stax 4

Perncrpanusi y4acTHUKOB KOHQepeHII U

ITonenensHUK

14 anpens 2014
09:45-10:00

CITA, HoBocubupck
ayn. 402, stax 4

OTKpbITHE MEKAYHAPOAHOH KOH(EpeHIIUH
“NuTerpauus JaHHbIX HA0JIOJEeHUI 10 MapKaM M 3a
00beKTaMM B LIeJIOM NPHU reofAe3n4eCKOM MOHMTOPHUHIE
HHKEHEPHBIX COOPYKEHHH M NMPUPOAHBIX 00bEKTOB”

e Kapnuk A.IL., pexrop CITA, n.1.H., mpodeccop, CITA,
HoBocubupck, Poccus

o  ®onpkep lBurep, nupektop MHCTUTYTA MHKEHEPHOM
reone3uu, YHuBepcutet llItyrrapra, npencenarens FIG
Komuccun 5 “Tlo3unnonrpoBanue U U3MEpEHHE’’, TOKTOP-
uHXeHep, npodeccop, ['epmanus

ITonenensHUK

14 anpens 2014
10:00-12:00

CITA, HoBocubupck
ayn. 402, stax 4

Cexnus 1: AHaau3 1 MoeTUpoOBaHue AedopManui

CepenoBuu B.A., mpopekTop no Hay4HOH U
uHHOBanMoHHOM nestenpHocTH CITA, mpodeccop,
HoBocubupck, Poccust

Paiinep frep, YHUBEpCUTET NPUKIIATHBIX HAYK
Kapncpya, MHCTUTYT reoMaTHKH, TOYETHBIN
npodeccop CITA, nokrop-utxenep, mpodeccop,
T'epmanus

Ortto Jlepke, IHCTUTYT MH)KEHEPHOU reoie3uH,
Yuusepcurer lItytrapra, 'epmanns

[Ipencenarens:

3amM. mpecenaTens.

Cekperapsb:

®oubkep HBurep, YHusepcurer Ultyrrapra, MHCTUTYT MHKEHEPHOM
reojae3ud, ['epmanus

Cosz0anue KuHeMamuyeckux u OUHAMUYECKUX mooenell degopmayuii
CepenoBuu  A.B., CepemoBuu B.A., HBanoB A.A., CITA,
HoBocubupck, Poccus

Mooenuposanue Oegopmayuii uH*CEHEPHbIX 00BLEKMOE NO OAHHLIM

HAOA0O0EHUl 30 MaApKaMU U 00beKmamul 8 Yeiom

Paitnep Arep, YHuBepcuter npukiaaHeix Hayk Kapicpys, ['epmanus
Memo0osbt u n00xX00bl K KOMIIEKCHOMY AHAIU3Y 0eghopmayuti

Bosk W.T'., CITA, HoBocubupck, Poccus

Mooenuposanue nunelinblx 00beKmMos no pe3ya1bmamam
2e00e3u4ecKk020 MOHUMopUHaa

Ve ltria, Texunueckuid yaupepcuteT MionxeHa, ['epmanus
Ob6Hapyscenue usmerenuti  0o1ake mouex

13




International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

ITonenenbHUK

14 anpens 2014
13:00-15:30

CITA, HoBocubupck
ayn. 402, stax 4

Cexnus 2: I'eoge3nyecknii MOHUTOPHHT MPOMBIILICHHBIX
00bEeKTOB

TIpencenarens: HBo MuiieB, reHepabHbIH AUpeKTOp hupMBI “technet-
rail 2010 GmbH”, bepnuHckuii yHuBepcHTET
NpUKIaaHBIX HAayK uM. boiita, mpencenarens FIG
Komuccnnu 6 “UmkeHepHas reoie3ust”’, TOKTOP HaYK,

I'epmanus
3am. Cepenosuu A.B., 3aBeayromuii kadeapoit HHKEHEPHOH
npejaceaaTes: TeOJIe3NH U MapKIehaepckoro nena, k.1.H., CITA,
Hosocubupck, Poccus
Cexperapsb: I'opoxosa E.W., Begymuii nmxenep xadenpst

WHXXCHEPHOU T€0/IC3UH U MapKIIEHISPCKOTO JIela,
CITA, HoBocubupck, Poccust

Kapmuk A.I1., lyoposckuit A.B., CI'T A, HoBocubupck, Poccus
bazoevie npunyunst eeo0e3uyeckozo u 2e0UHGOPMayuoHHO20
obecneuenust 6€30NACHOU IKCIIYAMAYUU AMOMHBIX CIAHYUL

Jlxxoan Ban Kponenopok, Creative Geosensing sprl-s, benbrus

Kapn 1O Csuirons, ['anc Hu Csaigions, Beijing iSpatial Co Ltd PR
China, Kuraii

SAMOS - cucmema monumopunea ¢ KOMMYmMupyemol AaHMeHHO,
NpUMeHAeMast 8 NPOEKme No HenpepbleHOMY KOHMPOJIIO

X60CMOXPAHUIUWY

XacenoB K.b., Paxeimbepauna M.E., Boctouno-Ka3zaxcranckuit
TOCy/IapCTBEHHBIN TeXHUYeCKHid yHuBepcuTeT uM. J[. Cepukbaesa,
Pecny6nuka Kazaxcran

Kaneesa K.M., Bocrouno-Kazaxctanckuii rocygapcTBEHHBIN
yauBepcuteT umenu C. AmankoinoBa, Pecybnuka Kazaxcran

T'eodesuueckuti monumopune Haba0eHull 3a deghopmayuimu

epasumayuouHo niomunvt Mano-Yavourcrkozo 6o0oxpanunuua

®denopos A.U., Denoposa H.B., CI'T' A, HoBocubupck, Poccus
K sonpocy konmpons ycmoiiuusocmu penepos npu 2e00e3uteckom

MoHumopunee 05 bezonacnocmu AIC

Maprun Peiix, SIko06 Yarep, @pann Porrenmreiinep, Kpuctuan Xaiimnke,
["annoBepckuii yauepcuteT uM. Jleiouuia, MuctutyT gpororpammerpun
u reonHdopmarmu, I'epmanus

Hoguvlii n00x00 k nouazo80my opuenmuposanuio nocie008amenbHoCmu

Mukpouzobpasicenutl, nonyuenuwix ¢ bI1IJIA

Kanymmn B.®., 'anaruna W.I'., T'onno6un /1.. H., Kocapera A.M.,
I'amumos JI. P. , CI'TA, HoBocubupck, Poccust

Yuem enusinus HenpunueHvIX usMeHeHUl CUTbL MANCECMU NPU
2e00e3UYeCKOM MOHUMOPUH2e 2UOPOMEXHUUECKUX COOPYIHCEHULL
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Jlomes B.B., HoBocubupckuii rocyqapCcTBEHHBI apXUTEKTYPHO-
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Kinematic and Dynamic Deformation Modeling

Volker Schwieger
Institute of Engineering Geodesy, University of Stuttgart, Germany

Abstract

Monitoring measurements as well as deformation analysis have a long tradition in geodesy, especially
engineering geodesy. The consideration of time allows to model the deformations kinematically.
Taking into account the forces, e.g. loads on a bridge and factors, e.g. temperature changes influencing
the deformations directly or indirectly, leads to a dynamic deformation model. This contribution will
review the present status of quasi-static, static, kinematic and dynamic modelling. The present state is
a point-oriented analysis. New developments in the measurement domain like terrestrial laser scanning
yield to the possibility of modelling deformations of lines, surfaces and bodies. The author will discuss
new aspects of deformation analysis with respect to freeform surface modelling with respect to
kinematic and dynamical models.

Keywords
Monitoring, Kinematic Model, Dynamic Model, Deformation Analysis, Freeform Surfaces

1 INTRODUCTION

Monitoring measurements as well as deformation analysis have a long tradition in geodesy, especially
engineering geodesy. This has yield to humerous symposia in this field: the most important are the
International FIG Symposia on Deformation Measurements that has seen numerous realizations from
1975 in Poland up to 2003 in Greece. In 2006 it was joined in Austria for the first time with the IAG
Symposium on Geodesy for Geotechnical on Structural Engineering that took place 2 times before. In
2011 the ISPRS joined the symposium series in Hong Kong, since then it has been called the Joint
International Symposium on Deformation Monitoring. The last symposium was realized successfully
in the UK 2013.

The main methodical innovations in the analysis domain were the mathematical-statistical algorithms
to detect movements of points or point groups. It was a mathematical stringent way to deliver
significant decisions. The base for the decisions were measurement quantities like distances and
angles, height differences as well as GNSS coordinates or coordinate differences, meaning that all
measurements are related to marked and defined points. The algorithms that were developed are
mainly based on the comparisons of points measured in geodetic networks. Time and influencing
forces were not considered at the beginning. Currently both model parts are included into research and
into software development too.

Besides the trend of measurement technology is going towards techniques that do not acquire defined
points automatically. Terrestrial Photogrammetry as well as terrestrial laser scanning may acquire up
to a million points per second meaning that lines and surfaces as well as complete areas can be
acquired in a very short time. This leads to the problem that the standard point-wise approaches cannot
be used anymore. The question how to handle these new techniques in deformation modelling and
detection is an open question that shall be discussed in this contribution.

2 CLASSICAL DEFORMATION ANALYSIS

One important component of classical deformation modelling is the discretization in time and space
that is state of the art in monitoring applications. The definition of epochs, the measurements points or
intervals of time, can be seen as a simple discretization in time. With respect to space the monitoring
network points may be regarded as discretization. This relationship is shown in Figure 1. In the
following the author firstly shows the way of spatial discretization in monitoring networks. Then the
new developments with respect to quasi-continuous space modelling will be outlined in section 4.
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Figure 1: Discretization in space (after NIEMEIER, 1985)

As mentioned before classical deformation analysis deal with monitoring networks (geodetic network
for monitoring tasks). Figure 2 shows an example for a monitoring network. In general the network is
divided into control points and object points. The first being assumed to be not influenced by object
deformations and accepted as stable; the latter assumed to be influenced by deformations. The main
idea of the statistical method is to compare the coordinates measured at different points of time, the
epochs. Between object points relative measurements are realized and towards control points the
measurements are called absolute.

Figure 2: Example Monitoring Network (after PELZER, 1982); with 1 - monitoring object, 2 — absolute
measurement, 3 — object point, 4 — relative measurement, 5 — control point

In Figure 1 the monitored object could be a subsidence area e.g caused by mining activities. The

extension of this area is roughly estimated only, so that the separation into object and control is not
clear and reliable. Therefore a detailed analysis procedure was developed.
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Figure 3: Congruence model: Multi-epoch deformation analysis procedure

The mathematical base was developed by numerous researchers; at this place PELZER (1971),
NIEMEIER (1979) and CHEN (1983) should be mentioned. Based on these basic mathematical
findings other researchers developed complete procedures. The developed algorithms can detect
movements of points, point groups and the complete monitoring network based on statistical test. If
more than two epochs are measures, a so called multi-comparison approach has to be realized. In this
case three questions have to be answered:

1. Do deformations occur at all?

2. In which epoch(s) the deformations occur?

3. At which point(s) the deformations occur?
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A complete exemplary procedure is outlined in Figure 3. For mathematical details the author refers to
the literature mentioned above and PELZER (1985). These algorithms do not take the time into
consideration and they do not deal with influencing factors or forces: the respective simplified model
is called congruence model. More details will be given in the following section.

3 KINEMATIC AND DYNAMIC MODELLING

Every real object reacts dynamically, since it is influenced by time-dependent forces or other
environmental influences. For modelling the objects frequently simplifications are realized, since
some information are not available or the modelling effort would be too large. The consideration or
neglect of time and influencing forces leads to different models: congruence model, kinematic model,
static model and dynamic model. Table 1 gives an overview about the different models and shows the
main differences. It adopted from WELSCH & HEUNECKE (2001).

Table 1: Models in deformation analysis

modelled are... geometry time-dependence influencing forces
Congruence model yes no no
Kinematic model yes yes no
Static model yes no yes
Dynamic model yes yes yes

In the congruence, identity, random walk or quasi-static model geometric changes among minimum
two epochs are investigated. The point movements are assumed to be zero meaning that the prediction
is an unchanged extrapolation of the current epoch. Time and acting forces are not considered. As
written before the main application is the statistical analysis of monitoring networks.

The static model of an object is investigated with respect to different acting forces. Time is not
considered. Functional relationships among influencing forces and deformations lead to a causal
prediction. A typical example is a load experiment on a bridge.

In contradiction the kinematic model allows a causal prediction only in case that the influencing
parameters of the past will not change in the future. But in general time-related movements are
described without consideration of acting forces. In general a kinematic model can be described in
dependence of geometric quantities like the positions x, velocities X and accelerations X of the
pervious epochs i, i-1, etc.:

X1 = 0 (X0 %, % X0 Ky Ko gyeen) - @
PELZER (1987) introduces the general kinematic prediction model with At as time difference

between two epochs. The model can be written in the form
2

A
mﬂzm+AL&+7%K. ®)

Trend, periods and statistical properties can be determined e.g. using the methods of signal processing.
Examples are movements of a glacier or of tectonic plates. UNTERBERG (1991) adopts the Kalman
filter for height movements, SCHWIEGER et al. (1994) analyse vertical movements in the Carpathian
Arc using the same method.

The most complete model is the dynamic model. Here the time-dependent movements are regarded as

reactions of the object on the time-dependent acting forces u, ,

X1 :¢(Xi’Xi’xi’Xi—l’Xi—l’Xi—l""’ui’ui—l"")' 3)

This is the most realistic picture of reality. A complete causal prediction of deformations is possible.
For dynamic models the question arises how structural characteristics can be modelled e.g. if a
temperature change is measured how this temperature change influences geometric properties. Besides
the measurement of the influencing factor like temperature, the engineer or the researcher needs an
idea about the structure of the construction or the natural object to model the influence of the

26



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

temperature. This idea is very often modelled numerically e.g. using Finite Element Methods (FEM).
BOLJEN (1983) made the first approaches to combine dynamic models and deformation analysis.
HEUNECKE (1995) proposes a general procedure for integrating FEM and Kalman filter to determine
point-wise movements and deformations as well as to calibrate the dynamic model or in any case some
parameters (the process coefficients) of the model. GULAL (1997) adopts this approach for the
calibration of a dam model. EICHHORN (2004) models the temperature flux driven deformations in a
column by adaptive Kalman filtering and LIENHART (2007) adopts FEM for monolithic bridge
monitoring and SZOSTAK-CHRZANOWSKI at al. (1999) investigates dynamic modelling of large
earth dams. All these applications deal with real dynamic modelling of objects, but they all go back to
control and calibrate the object behaviour by defined (and partly marked) points. Additionally the
measurements are realized at these defined points. The area-wise consideration of object modelling is
not realized up to now despite the fact dynamic models are surface or volume oriented and the
measurement technologies are surface oriented too nowadays.

4  AREA-WISE DEFORMATION MODELLING

In general a surface or a body determined by terrestrial laser scanning can be modelled in three
different ways: using the original or filtered point cloud (meshed or not meshed), estimating geometric
primitives like cylinders or cones or estimating freeform surfaces (KERN, 2003).

Epoch2-4 Epoch2 -5
Temp.Diff.: 1.1 C° Temp.Diff.:11.9C° Temp.Diff.; 15.35C°
Hum.Diff.: -10% Hum.Diff.: 5% Hum.Diff.: 3%

Figure 4: Comparison of volume change [cm®] for a part of a sandstone facade (ZHENG et al., 2013)

The modelling using these options is well known and established within typical software packages like
Cyclone or Geomagic. The problem arises when movements and deformations have to be detected.
Here different approaches are currently under investigation. A very good overview is given by
OHLMANN-LAUBER & SCHAFER (2011). Basically one has to distinguish between two
procedures. The first is based on the measured point clouds, the second realizes a model in a first step
and analyses the geometrical changes in the second step. Most approaches deal with the second
procedure. The model may consist for geometric primitives or freeform surfaces. For geometric
primitives the question arises if one compares the change of the parameters describing the object e.g.
the radius of a cylinder or, as described in section 2, compare points for their geometric changes.
Again, the first seems is the more innovative approach that is e.g. put forward by GOSLIGA et al.
(2006). The latter would again lead to a more or less arbitrary spatial discretization that will not
reflect the model or object change as a whole. The other extreme are meshed point clouds that can be
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compared point-wise only, a method that is wide-spread in cultural heritage modelling and analysis.
Here ZHENG et al. (2013) investigate small rectangular surfaces for deformation analysis of volumes
and normal vectors. Figure 4 shows an exemplary result for volume comparison. The method is based
on the general findings of ELING (2009).

The most advanced idea to model surfaces are freeform elements. All freeform models should be two
times differentiable. The most typical example are the Bezier-curves. They are based on the Bernstein
polynomials. For further details the author refers to PIEGL & TILLER (1997). For a curve
approximation the number of the polynomials and the location of the nodes have to be estimated. A
Bezier curve of degree one includes two Bernstein polynomials and two nodes and results in a straight
line. If degree two is chosen, three nodes and polynomials are considered. The location of the middle
node can be placed in principle freely. In reality it should be chosen for optimal approximation of
curve. Figure 5 presents examples for degrees 2 and 3, where P;indicated the nodes.. The curves may
be generalized to Bezier surfaces. Here the limiting curves of the surfaces are Bezier curves. The
shape of the surface can be changed by the introduction of weights for each Bernstein polynomial. For
these rational Bezier surfaces besides location of nodes and degree of polynomials the weights have to
be estimated. All Bezier surface changes influence the complete modelled surface. This may be a
problem if local deformations have to be detected, modelled and analysed.
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Figure 5: Bezier curves of degrees two and three (PIEGL & TILLER, 1997)

To overcome this problem the use of splines is the best procedure. Splines are defined for limited parts
of the surface only, so they will not influence the other parts of the surface if parameters are changed.
B-Splines approximate the surface by nodes and base functions modelled as piecewise polynomial
functions. At the transition points between two parts the two-times differentiability has to be assured.
Again the number of polynomial functions, the nodes in one part and the control points defining the
transition lines are needed to optimally approximate the real surface. If weights for the polynomials
are added non-uniform rational B-Splines (NURBS) as the most complete freeform model are
available. Theoretically NURBS-surfaces consist of bi-variate rational base functions. For further
details the author refers e.g. to PIEGL & TILLER (1997).
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Figure 6: NURBS surface example (PIEGL & TILLER, 1997)

The remaining problem is that a purely data-driven approximation model may change all parameters:
location of nodes (and control points) as well as the number and the weights of the polynomials. So it
remains difficult to model geometric changes: should the analysis deal with fixed nodes or should the
surfaces be modelled completely new in each epoch. This is the traget of current research.

All the mentioned modelling using freeform surfaces are still geometry oriented and, if time is
considered, may be called kinematic. The difference to the classical methods is from point-wise to
area-wise modelling and analysis. If the research should go towards dynamic modelling, the
influencing forces have to be considered e.g. using an FEM model. Here a perfect matching could be
realized in the future since body oriented deterministic dynamic FEM models could be combined with
surface oriented measurement freeform modelling techniques. ZHENG (2014) presents some results
en route to this aim. The geometry modelling is still mash-based and the compared FEM is in relation
to this mesh.

5 CONCLUSIONS

This contribution outlines the basic ideas of classic deformation analysis based on the congruence
model. Thereafter time dependence is introduced that leads to the kinematic deformation model.
Finally the inclusion of influencing forces leads to dynamic deformation models. All these models
base on point-wise analysis. Since measurement techniques are developing their way towards surface
related measurements e.g. using terrestrial laser scanners, the current trend is towards area-wise
deformation analysis. Here the current research is related to freeform surfaces and their changes in
time, the deformations. It has to be decided if the deformation analysis has to be realized using points
again of if significant changes of the freeform parameters like nodes, weights and number of
polynomials are the relevant analysis target. Finally an integration with the surface related FEM
modelling will lead to dynamic are-wise deformation analysis.
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Methods and Approaches for
Integrated Deformation Analysis

Reiner Jager
University of Applied Sciences Karlsruhe, Germany

Abstract

The general term of geomonitoring includes RaD tasks and applications related to the disciplines of
geodynamics, geology, engineering geodesy, civil engineering and geotechnics. It comprises early
warning in case of natural disasters, monitoring of buildings, construction areas and engineering
facilities (e.g. mines).

One modern international RaD topic is dedicated to the interdisciplinary field of structural health
monitoring, also called “integrated” or “system-analysis” based deformation analysis. Integrated
deformation analysis approaches and technical systems are directed to the identification of changes in
the physical state parameters p of related geomonitoring objects by the use of different kind of sensors
and/or derived geomonitoring data.

In the frame of the RaD project GOCA (www.goca.info) both, geodetic and integrated, FEM-based
geomonitoring approaches have continuously been developed. The technical realization of the GOCA
system covers the complete geomonitoring chain (data acquisition, modeling, reporting and alarm
management) of a geodetic and integrated deformation analysis system. Based on network adjustment
of GNSS, terrestrial total station and levelling sensor data, GOCA can presently provide 3D dis-
placements, velocities and accelerations for object point dynamics up to 1 Hz. Concerning integrated
deformation analysis and structural health monitoring, 1 Hz still means more less the static FEM case.
The article picks up both the technical realization of GOCA, serving over 15 years also as reference
system for technical developments at the industry (technology transfer), as well as the state of the art
of geodetic and FEM based integrated deformation analysis approaches being developed and
continued in the RaD project GOCA. The presented FEM approaches cover both the use of geodetic
displacement, velocity and acceleration estimations based on geodetic network adjustment, as well as
the inclusion of local geotechnical sensor data.

While in the static case of FEM-based structural health monitoring, only changes in the para-metrized
stiffness matrix K(px) can be identified, dynamic FEM approaches enable additionally the identifi-
cation of parameter changes in the damping and the mass matrix C(pc) and M(pw) of a structure, as
shown in the contribution. As concerns the farer reaching integrated dynamical FEM deformation
analysis, new local sensor technologies and respective estimation procedures for higher frequencies
are however required. The ones presented in the article are based on low-cost GNSS/MEMS sensors
and the estimation procedures originating from navigation. They enable high frequency estimates of
local geodetic displacement, velocity, acceleration and rotation rates.

Keywords
Geomonitoring, geodetic and integrated deformation analysis, FEM, stiffness, damping and mass
matrix, system analysis, inverse eigenvalue problems
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1 INTRODUCTION

1.1 Geomonitoring Chain and Classical Geodetic Deformation Analysis

In its interdisciplinary structure the geomonitoring chain (Figure 1) breaks into the components of the
data acquisition (sensor network operation and data communication), modeling (network adjustment
and deformation analysis, statistically founded evaluation of the state parameters, detection of process
changes, forecasting), the reporting (protocolling, web-/visualization and virtual sensor computation
FUCHS (2010)) and reaction (alerting management). The central state variables y(t) of the modeling
component, but also that of the of the reporting and alerting in the geodetic geomonitoring chain, are
to be derived in subsequent classical least squares adjustments and modern robust M-estimations from
the sensor data I(t). The basic standard state variable y(t) in a geodetic geomonitoring are the 3D
displacement vectors u(t) of the object points x, (Figure 2), as well the respective velocity and

acceleration components u(t) and u(t) .

The georeferencing of the 3D object state variables y(t) = [u(t),u(t),u(t)]" is performed in the unique
reference point coordinate system xg (Figure 2). The concept of geodetic geomonitoring - the state

variables estimation y(t) in terms of a geodetic network adjustment using the data of networked
sensors I(t) as the mathematical modeling core - has remained unchanged since the foundation and
professional definition of the mathematical modeling of a classical deformation analysis in the 1970-
ties (PELZER (1974), JAGER & KALBER (1999-2014), JAGER, WEBER & HAAS (1997), JAGER,
MULLER, SALER & SCHWABLE (2005), HECK & JAGER (1986), SCHMITT, MOLDOVEANU,
NICA & JAGER (1990), HARTMANN & JAGER (1997), HECK, ILLNER & JAGER (1995),
WELSCH & HEUNECKE (1999)).

Modeling
VirualGOCA

N k :El Reporting i Alarming
Data Dofnrmatg:n Analysis | — GOCA-Earth GOCA-Alarm
Collection |

GOCA
GOCA-GNSS-Control MONIKA Data Transfer

GOCA-TPS-Control by local Connections and Internet (FTP)
| GOCA-Online-File-Transfer

Figure 1: Components of the geodetic geomonitoring chain at the example of the GOCA-System

. 4

In the IT age, the technical innovation of the potentials through automation and real-time capability of
the geomonitoring chain (Figure 1) allows - for about three decades now, in different stages of
developments - the personal-free and permanent real-time use of geodetic geomonitoring systems such
as GOCA JAGER & KALBER (1999-2014) for disaster protection, and as early warning systems. The
GOCA system can be used, in addition to the permanent real-time application, also for discrete
epochal measurements and postprocessing. The GOCA system has become an established standard for
geodesy, civil engineering and geotechnical engineering applications and research, as well as a
reference for the developments of the industry, and has found its way into the relevant
interdisciplinary literature (WITT (2009), JAGER (2014)).

High-performance processors also allow the use of computationally intensive algorithms - such as
robust adjustment methods and extended high frequency state estimations - in the modeling part (part
2) of the deformation analysis chain (Figure 1). Robust methods are necessary in view of high sensor
data rates and an associated amount of gross sensor errors VI(t) , which occur naturally in the mass data
amount of a continuous real-time operation in geomonitoring. Only in this way, a high deformation
sensitivity (JAGER, WEBER & HAAS (1997), HECK & JAGER (1986)) can be guaranteed, while
avoiding false alarms. Finally, the increasing spectrum of new geodetic, geotechnical and low cost
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sensors (Figure 6) opens at present further potentials on the performance of geomonitoring, and poses
new challenges in the modeling and prediction of deformation processes. These include the spatial and
temporal scalability of the modeling (e.g. global plate modeling with spatially extended GNSS sensor
networks, www.monika.ag, SPOHN & JAGER (2007-2014)), as well as a scalability with respect to
the sensor and model integration. The latter leads to the integrated deformation analysis (chap. 2).

GNSS 'il'
Xg|
Area 1 Area 3
Parameter 1 4 - Parameter 3
i
BEL
M
LN
'GNSS & LPS %
GNSS ‘

Parameter 2 7
T X, GNss T X

Figure 2: Geodetic network adjustment of geosensor network data
as the basis of geodetic geomonitoring

The classical geodetic network adjustment in the Gauss-Markov model (GMM) JAGER, MULLER,
SALER & SCHWABLE (2005) and its extension to the integrated state estimation and deformation
analysis (chap. 2) - but also the demand for prediction models for early warning systems - could not
satisfy the continuously growing requirements on geomonitoring systems, without a progress and new
developments in the field of the mathematical models, algorithms and software components. For these
developments - but also in the planning and acquisition phase (“proof of concept™) of geomonitoring
arrays - the availability of virtual sensor raw data JAGER, OSWALD & SPOHN (2010) provides
crucial bilateral benefits, both for the systems developer and provider of systems, as well as for the
user of geomonitoring systems and services.

1.2 Realization of the Geomonitoring Chain for the GOCA-System

The geodetic geomonitoring system GOCA (www.goca.info), developed at the Institute of Applied
Research (IAF) of Karlsruhe University of Applied Sciences (HSKA), has been designed for an
interdisciplinary profile of applications and research. These concern the protection from natural
hazards (landslides, dislocations zones, volcanoes), deformation monitoring of geotechnical
installations (mining, tunneling, etc.) as well as monitoring of deformations and changes in the
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physical parameters of object in structural and civil engineering (dams, towers, bridges, buildings)
(JAGER, WEBER & HAAS (1997), JAGER & KALBER (2000), LIENHART (2007), JAGER &
BERTGES (2004), PFEUFFER (1993), TESKEY (1988), WELSCH & HEUNECKE (1999)).
Therefore, the GOCA system was consequently modularized along the geodetic geomonitoring chain
(Figure 1), which is analogously structured and interfaced in other geomonitoring disciplines.

1.2.1 Data Acquisition - GOCA Geomonitoring Chain Component 1

For further processing of the sensor data resulting from the link 1 of the geomonitoring chain (Figure
1), an open data interface (GKA format) has been defined for GOCA. In that way, any GNSS and
terrestrial sensors (LPS) can be connected to the GOCA modeling and deformation analysis software
(chain link 2, Figure 1). By the open GKA interface the geomonitoring component 1 can be set up by
any hardware and hardware control-software (see www.goca.info).

As components of the part 1 of the geomonitoring chain, the software packages GNSS-Control and
TPS-Control have been developed in the RaD project GOCA (JAGER & KALBER (1999-2014),
KABASHI, ANGST, RAGOSSNIG-ANGST, JAGER & SPOHN (2013), KABASHI, RAGOSSNIG-
ANGST & JAGER (2011)). These set up a TCP/IP-based sensor-communication and -control of
GNSS, LPS and new local sensor (LS) types (see Figure 6), and provide the sensor data (GNSS
baselines, GNSS raw data, TPS slope distances, directions, zenith distances, height differences of
automated leveling/hydrostatic in the GKA format according to set data rates. GNSS arrays can be
controlled and managed both in near online (RINEX data communication and processing) and in real-
time (RTK). Due to the recent developments on new models as well as technical equipment (chap. 2)
for an extended high rate geodetic deformation analysis and new integrated deformation analysis
models, also high rate navigation state vector parameters (chap.2.3, (8)) have to be considered and
communicated.

The software Virtual-GOCA JAGER, OSWALD & SPOHN (2010) generates, Google-Earth®
supported - virtual GNSS/LPS raw sensor data, allowing in that way an efficient and cost-effective
development of geomonitoring systems and software such as GOCA JAGER und KALBER (1999-
2014) or MONIKA (www.monika.ag) SPOHN & JAGER (2007-2014). By Virtual-GOCA the entire 4
parts geomonitoring chain (Figure 1) can be tested and optimization, planning, pre-analysis’ (Figure 7)
and “proof-of-concept-studies” can be done - in opposite to cost-intensive test installations with real
sensors - without any technical, logistics and financial efforts. Using Virtual-GOCA together with the
other software components of GOCA or MONIKA (Figure 1) also an assessment and expertise
concerning existing geodetic geomonitoring projects can be done. Finally an efficient development
and validation of the software components and the technical and IT operation procedures in
geomonitoring scenarios can be done for all components along of the geomonitoring chain (Figure 1)

by Virtual-GOCA.

1.2.2 GOCA Sensor Data Modeling and State Estimation - Geomonitoring Chain Com-
ponent 2

1.2.2.1 Gauss - Markov Model of the Network Adjustment and State Estimation
Within the concept of a mathematically and statistically rigorous geodetic network adjustment in a so-
called observation-related deformation-analysis (PELZER (1974), JAGER, WEBER & HAAS (1997),
JAGER & KALBER (2000)) the GOCA sensor array is divided into a stable reference point frame xg
and a deformable object area Xxo (Figure 2). The sensor points Xz set up the unique 3D coordinate
reference frame for the network adjustment-based computation and further modeling of the object
point positions X (2a,b) in the different areas. For this, the GNSS and LPS sensor data resulting from
the geomonitoring chain part 1 (Figure 1) are transmitted online or near-online (in timely separated
epoch-wise measurements also post-processed) further processed in a three steps network adjustment
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and deformation state y(t) parameter estimation concept (based on least-squares, or robust M-
estimations) as the subject of modeling in chain part 2 (Figure 1).

As concerns the GOCA network adjustment step 1, the initialization, the functional adjustment model
is based on the observation equations I=I(t,y) (1a-e). The adjustment step 1 in geomonitoring chain
part 2 aims at the determination of the 3D reference-point xr frame and the respective covariance
matrix Cyr (Figure 2, Figure 7), in advance to the permanent monitoring. The GOCA step 2 covers
then — by the online adjustment based on the GNSS (RINEX raw data, or RTK baseline vectors) and
LPS data (TPS slope distances, directions, zenith distances and leveling data) and split into a
horizontal (2D) and vertical (1D) component according to (1a-€) - the continuous 3D georeferencing
of the object points X, in the reference point datum xg datum (2a,b).

The functional models of the 2D and 1D adjustments of the GOCA adjustments in steps 1 and 2 are
based on the following observation-equations (functional Gauss-Markov models) (see also HECK &
JAGER (1986 ), SCHMITT, MOLDOVEANU, NICA und JAGER (1990), HARTMANN & JAGER
(1997), JAGER, MULLER, SALER & SCHWABLE (2005)):

GNSS Horizontal Baselines (2D):
AX: Voo AX:
Nilenss Vavidonss LAY
Horizontal Distances (2D):
Sj+Vg,; = S \[AX] +AY? (1b)

Directions (2D):

r.+v. . =arctan A—y” -0 1
i T Vi = A i (1c)
ij

GNSS Vertical Baselines (1D):
Ahgyss i + Van = Ah;; (1d)

Terrestrial Height Difference (1D):
AHigrjj +Van = Ay - Ahy + (g0 +210 "X +ag y)" —(8gp +a10 - X +801Y;)" (1e)

With m the area index (Figure 2) and with As{’ and aj the scale difference and the polynomial

coefficients for the modeling of the height reference surface (geoid, Q-geoid) in the different local area
parts m (Figure 2) are described in (1e). As the stochastic component of the Gauss-Markov model
JAGER, MULLER, SALER & SCHWABLE (2005) based deformation state y(t) estimation, the

covariance matrices C, of the individual observation components (1a-e) are used. As concerns GNSS,

the GOCA system treats both, RTK baselines as well as near-online GNSS raw data (RINEX) through
the integration of different real-time (RTK) and near-online modules in the software component
GOCA-GNSS-Control (part 1 of the geomonitoring chain). As a result of the chain part 1, the 3D
GNSS baselines are provided in the above mentioned open GKA format for the further 2D/1D
modeling according to (1la-e) in chain part 2 by the GOCA-software (Figure 1).

In the GOCA-adjustment step 2, the 3D permanent georeferencing of the object-point positions x (t)

in the reference point frame x is done, making again use of the observation equations I=I(t,y) in the
2D/1D concept given by (la-e). The step 2 step is running online and the resulting estimated object-
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point positions Xo(t) and their covariance matrix C(t) are stored in daily object-point FIN-files con-
taining the positions and the covariance information as

Xo(t) and Co () (2a,b)

The visualisation of the object-point position X (t) time-series in 2D horizontal position (x (green), y

(blue)) in the earth fixed frame or local building systems, and 1D height position h (red) is shown in
Figure 3.

£ GOCA - [Beginn: 8.1.2004 Ende: 19.7.2004] I [ [
.Pm]ekt Deformationsnetz  Datenaufzeichnung  Alarm  Graphik  Ausgabe Extras  Ansicht Fenster ? Jﬂﬂ
D@ %EIB@._W. L 0| EEREEBEEFE 200 &8

. 5op——M—————— - - - - - — — — — — — — — — — — — — —

~Punktd ————————— l
] | il
hlo Senzor: 2001 bl e P

X= 5471352266 Ry TR

r Shift

¥= 2563418.450 ; L —
y ID_:I o H= 300,716 05.02!_04 04.03.04 0 mi"ﬂl‘:ll'll “I. 2406 0440t ’
Hbiptbe kbt bt "”“”M’M““mlll ; mm‘
5 P ok
H: ID_:I i o o0 -
Drlicken Sig F1, um HiFe 2u erhalten, \ [ [ [

Figure 3: GOCA object-point time series xO(t) as the result of the GOCA adjustment step 2.
Thick lines show smoothing by a moving average estimation (MVE) of the GOCA adjustment step 3.

The reference frame coordinates x and the above additional and observation specific parameters s,

Asp' and ay (la-e) are (except the orientation-unknowns o,) kept as fix parameters in GOCA step 2

according to the results of the initialization step 1. In that way any influence of observation errors on
the respective geo-monitoring frame xg is avoided, and the risk of a wrong alarm is reduced. The co-

variance matrix of the fixed set of parameters within all parameters y is however strictly considered in
the computation of the covariance matrices C,(t) (2b) of the object points.

The GOCA adjustment step 3, namely the deformation analysis, deals with the estimation of the para-
meters y(t) of different deformation functions. It is again based either on least squares (L2 norm) or on
robust M-estimations. The parameter-estimation runs online and parallel to GOCA step 2. The
observation input for the different deformation state y(t) estimations is the observation data (I(t) , C,(t)

) in terms of the object-point position time series x4 (t) and C,(t) (2a,b), which have been stored in
the simultaneous running GOCA adjustment step 2 as FIN-files in the GOCA project folder.

A first and simple object-point related deformation function y(t), provided by the GOCA deformation
analysis software, is the moving average estimation (MVE), where x,(t) (2a) and C,(t) (2b) are di-

rect observations with respect to the least squares (L2) or robust L1 MVE-position
y(t)" = (x(t),y(t),h(t)) in each adjustment interval. The thick lines in Figure 3 show the smoothed
values of the three components of the MVE estimation y(t) . The MVE-estimation in GOCA includes

an alarm-setting due to critical displacements compared to the current displacements
u(t) =y(t) —x,(ty), derived with respect to initial object-point positions x (t,)-

A second deformation function and parameter state vector y(t) of the deformation analysis step 3 of
GOCA is the online displacement estimation (SHT), see also Figure 4a and Figure 4b, between
different “extended epochs” t, and t;. Extended epochs means again, that the two epochs t, and t;

start at individual timest, and t;, and have interval lengths At and At; (Figure 4a,b), e.g. one hour.
The start of the first epoch t, may be the initialization time (GOCA step 1). Alternatively t, can be
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defined in the GOCA deformation analysis software settings (Figure 4a) either by an arbitrary fixed or
by a dynamically moving time mark.

x
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Figure 4a: Settings for the GOCA online displacement (SHT) estimation and alerting.

The functional model of the object point displacement estimation is reading:

|t0+VtO_E10‘)’iO_A.A ’ )Gl T e
I, v, | |E, E,|la@)] y an y =[Xo(to).u(to. t))] (2c,d)

The two observation groups I, and I, in (2c,d) and their covariance matrices are taken out of the
object-point time series information (x,(t),Cy(t)) (2a,b) (Figure 3, thin lines). With v we introduce
again the observation residuals in (2c).

The deformation state parameters y(t) are for each object point the three-dimensional adjusted
dynamic state position X,(t,)=[X,y|h]" for the fixed on at t,, and the 3D displacements
U(to,t) =[u,,u, |u,I  between t, andt;. The design matrices E, and E, are column matrices
composed of (3x3)-unit matrices for each three-dimensional point observation x(t) in the respective

epoch intervals At, and At;. Figure 4a shows the GOCA-software settings for the online displacement

estimation according to (2c,d). The different settings concern the selection of the object points, the
epoch definition for the displacement estimation, the settings for adjustment and statistical testing, and
the settings for an automatic alert.

As mentioned above the automatic displacement estimation between different extended epochs At(t;)
(e.g. 3 hours) can be done in three different modes, namely (Figure 4a)

e 1% epoch = Static namely initialization (GOCA step 1). 2" epoch repeated periodically (e.g.
every 24 hours)
e 1% epoch = Static and fixed by user definition. 2" epoch repeated periodically
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e 1% epoch = Repeated also periodically, such as the 2™ epoch.

Figure 4b shows by the thick horizontal line left the estimation of X,(t,) (2c,d) by a number of
observations x(t;) (2a) belonging to the reference time t;, and the estimation interval At(t,) .The

thick horizontal lines (Figure 4b) on the right show the estimated position X(t;) = X, (t,) +u(t,,t;) at

time t;, and thick arrow shows the estimated displacement Cl(to,ti), here the in the vertical com-
ponent.

0.0845 m - —— — — — — — — =

Senzor: 2001

H= 300,815
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-0o0846m \no —— — — —

Figure 4b: Visualization of the GOCA displacement estimation in GOCA step 3

The Kalman filter estimation y(t) of displacements u(t) , velocities u(t) and accelerations U(t) of the

object points Xo(t) movements, and the prediction of displacements are discussed in chap. 1.2.2.3. The
respective results are stored in the GOCA project folder as KAL- and VHS-Data.

The stability and congruency of the reference points xg (Figure 2) can also be statistically analyzed, as
described in KALBER & JAGER (2000).

1.2.2.2 Robust M-Estimation instead of Least-Squares (L2 Norm)
Gross sensor data errors VI(t) and other systematic errors (e. g. incorrect ambiguities in GNSS)

KALBER und JAGER (2000) would — in case of the fully automated (“24 hours a day - 7 days a
week”) GOCA real-time adjustment steps 2 and 3 — draw erroneous results in the sensor data modeling
and parameter estimations y(t), respectively, in the geomonitoring chain part 2 (Figurel). False alarms,
or complementarily, a high risk of - falsely - suppressed alarm situations in critical conditions, would
be the consequences. To eliminate or at least to minimize these risks, the parameter estimations y(t) in
the GOCA deformation analysis in the real-time steps 2 and 3 are based on the concept of robust M-
estimations. The characteristics of the robustness of a M-estimation is due to a bounded first derivative
of the estimation function p(v,) KALBER & JAGER (2000). The M-estimation of parameters y(t) in

a GauB-Markov-Model (GMM) is reading KALBER & JAGER (2000):

3 p() =3p((C2 A, -df — (C% -0-I(Yo)) ) _
k=1 k=1 , with (3&)

- ép(ﬂk .y — (- T(y,)), ) =Min]g

y=y°+dy (3b)

The estimation function p(v,) and the minimization concept together (3a,b) define the general M-
estimation type. It includes the robust L1-norm (p(v,) :|Vk|), which is breaking-point resistant to

gross observations errors VI(t) in the sensor data, as well as least squares (L2-norm, with p(v, ) =V?)

as a special non-robust case, and many other robust and non-robust estimation concepts KALBER &
JAGER (2000). The dashes in the M-estimation formula (3a) are denoting the so-called homogenized
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design-matrix A and the homogenized reduced observations (I-1(y,)) KALBER & JAGER (2000).
With ygthe approximate values of the state parameters are denoted.

The results of the GOCA adjustment steps 2 and 3 of the geomonitoring chain part 2 (Figure 1), are
numerically provided as well as visualized in graphical windows (Figure 3, Figure 4b, Figure 9). The
numerical results are also available as general output interfaces (FIN-, MVE-, SHT-, KAL-, VHS-
files), e.g. for the integrated deformation analysis (chap. 2). An alarm can be carried out on the direct
comparison of the estimate of the numerical values of the deformation parameters y(t) (such as (2c,d)
or (4c)) with the corresponding critical values of the state variables, or by statistical significance tests
of the deformation parameters y(t), as well as by an “and” or by an “or” with respect to the
combination of both cases.

1.2.2.3 GOCA Kalman-Filtering and Prediction and Early Warning Concept

The GOCA Kalman filtering as a further component of the GOCA - step 3 state estimation y(t) in the
geomonitoring chain, modeling part 2 (Figure 1), is based on the following state transition matrix for
the state vector y(t) from the past t—At to the time t KALBER & JAGER (2000)

y(@)=T(t) y(t—At) with (4a)

1
u®)] || [at] [gﬂz} u(t—At)

ait)y [={0 1 [at] || uct-ab) and (4b)
ity| |0 0 | i(t— At)
y(t) =[u(t),u(t), i1’ (4c)

The state vector y(t) in (4a,b,c) comprises the 3D displacements, velocities and accelerations of the 3D
object points Xo between successive time intervals t—At and t. The state transition model (4b) implies
a truncated Taylor series of the unknown displacement function u(t), and thus the assumption of a
constant acceleration u(t) in the time interval At. This assumption is either almost always feasible in

the geodetic geomonitoring of many objects (e.g. dams, landslides, mines etc.) and naturally slow
(static) processes (chap. 2.1), or it can be achieved by applying correspondingly high data sampling
and processing rates MONICKE (1991). The covariance matrix of the prediction (4a,b) - as stochastic
component of the Gaussian Markov model KALBER & JAGER (2000) based estimation of y(t) at
time t - is evaluated by the law of error-propagation applied to (4b) and the covariance matrix of the
previous estimation of the state vector y(t — At) .

The Kalman-Filtering means (generally) the common adjustment of a prediction, here y(t) (4c) and the
state-related observations I=I(y,t), in the following the displacement observations I(t), resulting from
the time series (2a,b) in the parallel running GOCA adjustment step 2. The observation component
I=I(y,t) is reading:

I(t) =1(y(t) =u(t) =X, (t) — X (t,) , with (4d1)
CI :Cxo (t)+Cxo (tO) (4d2)
In case of a least-squares estimation (L2-norm), the above common adjustment can be written in the
classical notation, using explicitly the Kalman-Matrix K. In case of a generalized M-estimation, the

common adjustment of the state parameters of the state prediction component y(t) (4b) and I=I(t,y)
(4d1), and the associated stochastic model C, resulting from (4b), and C (4d2), respectively. It can

be leaded back to an iterative Kalman-Filtering process (j=j-th iteration) according to the following
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computation scheme (JAGER, HOSCISLAWSKI & OSWALD (2009), JAGER & GONZALES
(2005), HOSCISLAWSKI(2009)):

yO =y®+K?- (M) -1(y) ,  with (4e)
KO =(C;%W§DC;% +AWOR)TAWD (4f)

In (4e,f) the Kalman-Matrix K (4f) is updated in the j-th step with the diagonal weight matrices
Wy“) and W . These are set up by the residuals of the two observation components (4a) and (4d1)

according to the individual weight function JAGER, MULLER, SALER & SCHWABLE (2005) of the
specific M-estimation. In GOCA, both the displacement estimation (2c,d) and the Kalman-Filtering
(4e-f) can be done using by choice and respective dialogue settings, either as a least-squares (L2), a
robust L1-norm or a robust Huber-estimation. The Kalman-Filtering results y(t) (4e) and the
covariance matrix are stored in the GOCA project folder as so-called Kalman-Files (KAL).

1.2.2.4 State Prediction and Predictive Alarming in the GOCA-System

The state prediction equations (4b) can also be used for the determination of the time At remaining
until a predetermined critical state vector y(t) (4c) will be achieved. If an evacuation time bound At
is exceeded by the computed At, the GOCA system module GOCA-Alarm (Figure 1) sets a so-called
prediction alarm, and informs by sending the respective information out of the stored VHS-files to the
alarm-management group. In that way, GOCA can be used as early warning system.

1.2.3 Reporting and Alarming - GOCA Geomonitoring Components 3 and 4

As concerns the geomonitoring chain components 3 and 4 (Figure 1) the GOCA software components
GOCA-Earth and GOCA-Alarm have been developed. GOCA-Earth visualizes - based on Google
Earth (Figure 7) - the deformation states y(t) (2d), (4c) and also provides the respective numerical
values. Designed for alarm management, the software component GOCA-Alarm sets alarm - e.g. by a
hooter, light-signal, SMS, email etc. - when critical values for the state parameter estimations or
predictions y(t) and/or statistical significance levels (Figure 4a) are exceeded. GOCA-Alarm then
transmits a respective short information out of the stored results files (FIN, MVE, SHT, KAL, VHS).

2 INTEGRATED DEFORMATION ANALYSIS AND STRUCTURAL
HEALTH MONITORING

The further developments in the deformation analysis and in geodetic monitoring are aiming at the
integration of the state parameters y(t) =[u(t),u(t),ii(t)]" of the above geodetic (“pure geometric”)

geomonitoring - together with additional geometric or physical observations I(t) of local sensors (LS),
such as classical geotechnical sensors or new ones, e.g. for high deformation rates and structural
vibrations (Figure 6) - into appropriate common parametric models y(t).

Since the geodetic sensor data and the geotechnical LS sensor observations TESKEY (1988),
considered as the output parameters of a physical object (e.g. dams), can be related to the parameter

set y(t) =[u(t),u(t),u(t)]" of a classical geodetic geomonitoring (see (2c), (4e)) these are regarded as
the common denominator of an integrated deformation analysis (JAGER, WEBER & HAAS (1997),
JAGER & KALBER (2000)). The geometric parameters y(t) = [u(t),u(t),ti(t)]" can be used commonly

with physical system parameters p in an integrated deformation analysis, which then allows to detect
changes Ap in the physical parameters p of structures, meaning “structural health monitoring”.
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In the general classification of integrated deformation analysis in black, grey and white box system
descriptions (PFEUFFER (1993), WELSCH & HEUNECKE (1999), JAGER, WEBER und HAAS
(1997), JAGER & KALBER (2000)), the class of finite-element models (FEM) belongs to the white-
box category. And FEM (Figure 5a, Figure 5b) models are thereby parameterized both by different

kind of physical parameters p (chap. 2.1, 2.2) and by the state variables y(t) = [u(t),u(t),i(t)]" ((2c,d)
and (4a-e), chap. 1, 2) estimated from the geodetic network coordinates x,(t) (2a).

Networked geodetic sensors (GNSS, LPS, automatic leveling, laser-trackers, laser-scanners, radar-
sensors, cameras), geo-referenced local geometric LS sensors (tilt, strain) and geotechnical LS sensors
(force, pressure sensors) can all be used in an integration by FEM approaches, by making use of the
so-called FEM shape functions (ZIENKIEWICZ (1984), JAGER & BERTGES (2004)) in the
common georeferencing. Here, the different types of local sensors are mostly related both to the
common geodetic and integrating displacement-based parameters y(t) and to the physical parameters p
of a structure (JAGER, WEBER & HAAS (1997), JAGER & KALBER (2000), JAGER,
HOSCISLAWSKI & OSWALD (2009), JAGER & BERTGES (2004)). So FEM with the
displacement-related parameters y(t) together with physical parameter part p are - in the static and
dynamic FEM case - the key to integrated deformation analysis (also called "system analysis" or
"structural health monitoring™).

While in the static case (chap. 2.1) of an FEM-based structural health monitoring, only changes in the
parametrized stiffness matrix K(pk) (Figure 5a) can be identified, dynamic FEM approaches (chap.
2.2) enable additionally the identification of parameter changes in the damping and the mass matrix
C(pc) and M(pw), respectiuvely of a structure, as shown below. The new type of a GNSS/MEMS
local sensor (chap. 2.3, Figure 6) is under development in the RaD project GOCA. It fits both to a use
for integrated deformation analysis in the static (chap. 2.2) and in the dynamic FEM approach (chap.
3.2).

Due to the interdisciplinary task, new sensor developments are also done e.g. by the civil engineering
discipline GROSSE & KRUGER (2011).

Structural health monitoring for static (chap. 2.1) and for dynamic (chap. 2.2) parameter identification
problems is a permanent and current international research topic of the FIG commissions 5 and 6
(www.fig.net ). The GOCA-project related RaD is integrated here by the author membership in the
FIG Working Group 5.4 ("Kinematic Measurements").

2.1 FEM based Integrated Geomonitoring — Static Case

The integrated deformation models for the static case, developed in the GOCA - project (JAGER,
WEBER & HAAS (1997), JAGER & KALBER (2000)), and successfully applied and further
developed by LIENHART (2007), are based on the well-known relationship ZIENKIEWICZ (1984)

Upew =KP,) " f (5a)

between the nodal displacements u, the parameterized stiffness matrix K(p,) and the nodal force
vector f (Figure 5a). Based on Neumann series of matrices applied to (5a), changes Ap, in the

physical parameters — like a lack of stiffness due to material deficiency (Figure 5a) - can directly be
used to parametrize geodetic displacements Ugeoq. We arrive at:

U(APK) geod = Urem — K(p)™"-dK(Ap,))-K(p,) ™" -f

(5b)
=K(p) " (1-dK(Aap,)-K(p,) ™) - f
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Formula (5b) directly shows for the static FEM case the benefit of integrated deformation analysis and
“structural health monitoring”, respectively, where geodetic displacements ugoq contribute to model
and to detect physical changes Ap, , €.g. a respective lack of stiffness of a structure (Figure 5a). FEM-
based simulation of changes of Ap, and the effect on the difference between the above Ugo and the
expected ugey (5a.b) are given in KALBER & JAGER (2000).

Damage f K(p, )

== —

Figure 5a: Integrated deformation analysis in the static FEM approach at the example of a dam.
Integrating physical parameters pk and detecting changes Ap, according to Jager, R., Weber, A. & Haas,
R. (1997), Kalber, S. & Jager, R. (2000)

Following the ideas of TESKEY (1988), a sophisticated FEM based integrated deformation analysis
and structural health monitoring approach for the static case was presented in JAGER & BERTGES
(2004). The mathematical model of that structural health monitoring approach developed in the GOCA
RaD project, includes - again as a GauB-Markov-Model (GMM) JAGER, MULLER, SALER &

SCHWABLE (2005) - the components of the FEM model itself, as being parametrized by p, and
respective changes Ap, , the data of assumed stochastic physical parameters p, , the data of estimated

geodetic displacements u(t)eoq, and the data I(t) of different kind of local geotechnical sensors (LS).
The integrated model was successfully evaluated and further developed in the thesis LIENHART
(2007).

2.2 FEM based Integrated Geomonitoring — Dynamic Case

The above integrated deformation model for the static case (5a,b), and the illustration (Figure 5a), hold
for deformation processes, where the reaction of the structure on the velocity u(t) and acceleration

u(t) can be neglected for physical process reasons, and it can be renounced therefore on a related
appropriate FEM modeling. The geodetic model (4a,b,c) - assuming u(t) =U(t—At) - can still be kept

for higher rate deformation processes, just by increasing the sampling frequency f =1/ At by use of
suitable sensor types MONICKE (1991), see e.g. the Robinette sensor, Figure 6.

In opposite to (5a,c) the geometric model (4a,b,c) remains however, unnecessarily, non-informative
for fast moving deformation processes (e. g. vibrations of objects ). The vibration case of structures, is
reading in case of a dynamically acting external force f(t), and in case of so-called natural vibrations or
eigenvibrations with f(t)=0), respectively:
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General Damped Vibrations:  K(py)-u(t) + C(pc)-u(t) + M(p,,) -u(t) =f(t) (6a)
Damped Eigenvibrations: K(pk)-ut)+C(pc)-u(t) +M(py)-u(t)=0 . (6b)

The dynamic FEM models (6a,b) opens, besides the access to the parameters and changes Ap, of the
a structure, also the parameters and changes Ap. of the damping C(p;) and the parameters and
changes Ap,, of the ass-matrix M(p,,) . By drawing also a first parallel to chap. 1.2.2.3 and (4c), we

continue with the case of the eigenvibrations (6b). Here we arrive after few steps at the recursive
formula, which means directly the state transition for the above state variables y(t) = [u(t),u(t),a(t)]"

(4c) in case of an integrated structural health monitoring. It is reading (JAGER & BERTGES (2004)):

1
u)] |! [41] [54”2} u(t—At)
u(t) |=|0 | [At] Jut-At) (6¢)
Uit)| [0 [-M(py)™ -K(pk)- 4] [1-M(py)™-C(pc)- 4] | | U(t—At)

In opposite to the pure geometric modeling (4a,b,c), the state transition of the FEM-based physical
FEM (6¢) of a damped eigenvibration integrates - associated with the difference in the rows three
between (4b) and (6¢c) - both the geometrical FEM nodal point (Figure 5b) movements

y(t) =[u(t),u(t),i(t)]" , and all groups of physical structural parameters in the complete set
P = (Px.Pc.Py )" - Compared to the static FEM (5b), the above state transition equations (6¢) of the
dynamic FEM, enabled by make use of structural vibrations, now provides the structural health
monitoring for the complete structural physics, namely p = (Px.Pc.Pu ) -

In the dynamic case, the parameter estimation can again be based on a Kalman-Filtering approach,
with the nonlinear state transition (6¢), and the integration of different kind of sensor (e.g. the “Robi-
nette”, Figure 6) with observations I(t)=I(t,y). Now we have to do with the extended parameter state

VECLOT Y (1), eqratea = [U(1),U(t),U(t) |Pk.Pc. Pyl in that respective first approach to be proposed as an
integrated dynamics deformation analysis model.

In analogy to the GMM parametrization (5b), and as an alternative approach to the use of (6c¢) for
structural health monitoring, a so-called spectral approach JAGER (1988) for integrated deformation
analysis and structural health monitoring can be set up. For this, we remain at the above case of
structural eigenvibrations (6b). In order to keep the limited space of the paper, and to get
simultaneously in spite still the full insight into the spectral structural health concept, we assume
undamped eigenvibrations, meaning C(p;) =0 . Starting with the harmonic model for the time

dependent displacements u(x,t)

u(x,t) =a-¢(x)-cos(o-t— ), (7a)

in case of structural vibrations (Figure 5b), we arrive from (6c) and C(pc) = O at the general eigen-
value problem for undamped vibrations of structures, reading ZIENKIEWICZ (1984):

[K(px) -~ & -M(Py)]- 0(x) =0 . (7b)

The solution of (7b) leads to n (n=dimension of K, M) eigenfrequencies , and respective n — loca-
tion x dependent - eigenmodes ¢,(x) as the normalized eigenvectors in (7b). The location dependent
¢;(x) modes provide the shapes of the vibration displacements u(x,t) of the structure (see Figure 5b),

44



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

while the sizes of the amplitudes a(w,) (7a) of the possible vibrations remain undetermined. Physi-
cally, the amplitudes a(w;) depend on the kind of induction of the eigenvibrations of a structure (e.g.

wind, earthquakes, traffic, etc.).
By making use of the first order differentiation of (7b), we can - in analogy to the static case (5b) — set

up a parametrization of the spectral changes, namely these of the vibration frequencies , and the
;(x) vibration modes. Using the derivations of (7b) evaluated by the author in the context with geode-

tic network optimization JAGER (1988), we directly arrive at the parametrization of the spectral cha-
racteristics w, and ¢,(x) concerning - presumably “unhealthy” - changes Ap.,Ap,, in the physical
parameters of structures (e.g. towers, bridges, etc.). We get:

A(*)iz (AP, APm) :(P;r [dK(Apk) _(’)iz -dM(Apy)]9; (7¢)

and

_(P;r -dM(Apy) - @;

AQ; (AP, Apy) = 5

d 1
'(Pi+z . (piT~[dK(ApK)_dM(ApM)]'(Pj “Q; (7d)
ae

The approach and the respective parameterizations (7c, 7d) imply a so-called inverse eigenvalue-ei-
genvector problem, meaning the task to conclude from changes in the respective spectral
characteristics (left) to changes in the parametrization (right) of the general eigenvalue problem (7b)
itself.

Both, the proposed time-domain approach repre-
sented by (6¢), using the time-domain

y(t) =[u(t),u(t),i(t)]” and observations I=I(y,t),
and the spectral domain approach, using “obser-
ved or monitoring-data derived” changes in the

vibration frequencies Aw? (7c), and/or “observed

or monitoring-data derived” changes in the eigen-
modes A (7d), are both proposed as candidates

(after being extended as well to the damped case
(6b) and the general case (6a)) for further RaD on
integrated deformation analysis and structural
health monitoring, respectively, concerning the
Figure 5b: Basic eigen- | structural health state, which can be concluded
mode @;_, of from the parameters pg,pe.py and their
the basic frequency changes.

®?  of an undamped

eigenvibration of an A further recent method for- the_yali@ation_of
electric tower structural models and system-identification using
autoregressive processes in combination with
FEM simulations is presented in HAKELL,

HAAKE & ROLFES (2014).

2.3 GNSS and GNSS/MEMS Developments for Structural Health
Monitoring

The current developments in the geomonitoring project GOCA are dealing also with mathematical
models, algorithms and software concerning the integration of GNSS and suitable MEMS sensor types
(in that case accelerometers and gyroscopes) for an application in structural health monitoring. In the
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frame of the RaD project "GNSS&MEMS multi-sensor navigation and object georeferencing
(DIEKERT, HOSCISLWASKI, JAGER, LORENZ, BATKE & ZWIENER (2010-2013), JAGER
(2013), JAGER (2014)) at IAF/HSKA, the industrial RaD consortium member, teXXmo Mobile
Solutions, developed the hardware and data-communication of sensor box, called “Robinette"
(www.robinette.de), Figure 6. The bootable firmware has been developed by IAF/HSKA. The
Robinette is available as pure GNSS (G) and as GNSS&MEMS (GM) version.

The GNSS Robinette (G) can be used via TCP/IP communication interface in differential GNSS
mode, either with a local or with an external reference station or GNSS-positioning service and geo-
detic low-cost GNSS antennas (Figure 6). Controlled by GOCA-GNSS-Control (geomonitoring chain,
part 1, Figure 1) it can be applied as sensor for a classical networked deformation state estimation
based on the observations I(t) according to (1a-d) and the GOCA standard deformation state estimation
models (2a,b) and (4a-f).

Figure 6: (Left) GNSS&MEMS navigation-box “Robinette” with interfaces. (Right) GNSS low-cost
antenna used together with the “Robinette” in geomonitoring

As holds for the GNSS&MEMS Robinette GM the state estimation y(t) for the geomonitoring use will
be based on a modification of the mathematical models for the estimation of the global navigation
state vector y(t) of a body (b) in earth-framework (e) (JAGER (2013), JAGER (2014)), reading:

v €\,€-5¢€

y(t)=[x°y® z° | X°y°2° |r® p®y° [|X® §° 2° | g x Ogpy Dbz |S]" (8)

The general navigation state vector y(t) (8) comprises the 3D position x(t)°, velocity x(t)®, acce-

leration X(t)°, orientation (roll (r), pitch (p), yaw (y)), rotation rates g, , w3, , w5, , and different

kind of sensor calibration parameters s. Making use of the georeferencing of the structure (Figure 5a,
Figure 5b) in regard, the essential part y(t) =[x(t)%,x ()%, X(t)°]" of the state vector y(t) (8) used for
structural health monitoring can be rotated to the body frame (b) of the building.

In case of geomonitoring the estimation of y(t) (8) will be based on a robust L1-norm estimation
(3a,b). Instead of an iterative least squares solution JAGER, MULLER, SALER & SCHWABLE
(2005), simplex algorithms (Barrodale-Roberts type) will be used, because these allow the
simultaneous introduction of inequations concerning the variables of the parameter state vector y(t)

).

As concerns the development of mathematical models for the use of GNSS/MEMS and the Robinette
GM (Figure 6), respectively for the classical geometric geomonitoring (represented by (2a,b), (2c,d)

46


http://www.robinette.de/

International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

and (4a-f)) and for structural health monitoring represented by (5b), (6¢) and (7c,d)) both - DGNSS
and absolute GNSS or SSR based absolute OPPP (Online Precise Point Positioning) - are regarded as
candidates for the estimation of the full state vector y(t) (8) in rates of 400 Hz and higher. So, for high
rate deformation monitoring, the use of the GM Robinette as a local sensor (LS) enables both, a high
rate classical deformation state estimation (4a-e), as well the dynamic cases (6¢) or (7c, d) of the
proposed structural health monitoring for the detection of “unhealthy” structural parameters.

In that context it is to be mentioned, that the topic of bridge monitoring is a RaD project item in the so-
called “skating project” (optimization of the conditions of study in engineering) at the University of
Karlsruhe of Applied Sciences (HSKA).

3 CURRENT GOCA PROJECT EXAMPLES

As concerns the geodetic and integrated GNSS/LPS/LS based geomonitoring system GOCA, the basic
concepts and mathematical models of the network adjustment based deformation analysis in the so-
called observation-related approach are based on the geodetic network adjustment based
geomonitoring models PELZER (1974), HECK & JAGER (1986), SCHMITT, MOLDOVEANU,
NICA & JAGER (1990), HARTMANN & JAGER (1997), HECK; ILLNER & JAGER (1995) and
JAGER (1988) with further-developments starting in 1998.

/A ! 1“"‘ ﬁj‘.‘-':- " . I" : . -H"-_
Figure 7: GOCA-Project Stitzmauer (abutment wall) A98 at Rétteln/Germany. Screenshot of the
project planning and tests, using the software Virtual-GOCA instead of real sensors. Red: GNSS-
Baselines with stable reference points xR in the southern part. Yellow: TPS sensor points on and in front

of the abutment wall, modelled as object points xO in the North of the area. Green: TPS-sights.

The GOCA system is used since with a broad range of applications in more than 100 installations as
an epochal, short and long-time permanent online geomonitoring system in civil engineering,
geotechnical engineering and natural disaster protection. Project overview, see JAGER & KALBER
(1999-2014).
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Purely with GNSS-sensors, GOCA is currently used in many mining projects, as well as a permanent
early warning system in different slide areas in the Austrian Alps WUNDERLICH (2006). In Russia,
the GOCA system is used for GNSS-based monitoring of constructions by the cooperation partner
GNSSplus, Moscow (www.gnssplus.ru). As concerns recent monitoring projects using the
combination of GNSS and TPS sensors for construction monitoring, the new railway tunnel in
Cochem and the monitoring of the abutment wall along the highway A 98 near the town of Rétteln,
Germany (Figure 7) are mentioned. Figure 7 above shows the design for the planning and pre-analysis
and"proof of concept” of this GOCA-project concerning the achievable sensitivity JAGER, WEBER
& HAAS (1997) for the determination of 3D displacements in the state estimation (2c,d).

Figure 8 shows the Rethe lift bridge and the local TPS sensor installation on the bridge, situated in the
port of Hamburg. Here the GOCA-system is used by the Hamburg Port Authority (HPA) for the
continuous monitoring of the 3D displacements during the ongoing construction of a new bridge, close
aside to the old Rethe lift bridge.

Figure 8: GOCA project
Rethe lift-bridge main-
tained by Hamburg Port
Authority (HPA) in the
Hamburg port. Building
monitoring during the con-
struction of a new bridge
close aside. Middle: in-
stallation of the total
station (TPS) sensor.

Figure 9 shows the 3D time-series (2a,b) resulting form the continuous online adjustment, GOCA step
2 of the modeling part in the geomonitoring chain, part 2 (Figure 1) for the Rethe bridge (Figure 8).

.
E= 3011.02.24, NNO = | B |

dx: 0.000m dy: 0.000m dh: 0.000m 2011.02.24 10:15:00, FIN
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i:igure 9: Online adjustment GOCA step 2. Object point NNE located on the Rethe
lift-bridge with linear trend estimate for 7 days. Green / Blue: displacements along
and cross the bridge. Red: height displacement

Like for all object points, also the displacements of object point “NNO” (Figure 9) are superposed by
daily cycles of tide variations. The visualized linear trend estimate (red line) for the time series (2a,b)
of “NNO” shows, for the period of one week, an uplift of the bridge of 0.5 mm, which is reversed
again by the trend of the following week.
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Figure 10 shows the dam Jablanica in Bosnia-Herzegovina, as one of two other dams (Grabovica and
Salakovac), which are since 2011 subjected to a modernization and automation of the geodetic dam
monitoring concept of all three dams, as a project of the Austrian GOCA cooperation partner, Angst
ZT GmbH, Vienna (KABASHI, ANGST, RAGOSSNIG-ANGST, JAGER & SPOHN (2013),
KABASHI, RAGOSSNIG-ANGST, & JAGER (2011)). Like a number of other GOCA based geodetic
geomonitoring projects of buildings and structures of the cooperation partner Angst ZT GmbH
(www.angst.at), the geodetic geomonitoring of the above three dams are currently done with total
stations (TPS) and leveling sensors. The integration of GNSS into the local TPS networks (like in
Figure 7) - as well as the integration of all three dams (Figure 10) into a unique reference system Xz
(Figure 2) - are possible at any time, and have already been taken into account in the project planning

i . = |
- _ S USRI U 1 st Sy VSR N -

Figure 10: Above: GOCA Geomonitoring | =
dam project Jablanica (Boshia- Her-
zegovina) from Angst ZT GmbH, Vienna [9].
Right: GOCA-graphics of the network
adjustment in GOCA step 1

In the context with the RaD projects GOCA and MONIKA (JAGER & KALBER (1999-2014),
SPOHN & JAGER (2007-2014)) IAF/HSKA presently does research and developments (RaD) in the
area of sensor developments (chap. 2.3) for geodetic and integrated geomonitoring, on the further
development of the mathematical models and software for a scalable classical geomonitoring (fig .2),
and on structural health monitoring (chap. 2.1; chap. 2.2). All RaD on the above mathematical models,
algorithms, software and system components, as well as the transfer of modern geodetic monitoring
technologies concerning the systems GOCA JAGER & KALBER (1999-2014 and MONIKA SPOHN
& JAGER (2007-2014) into the practice, contribute to the reduction of the hazard potentials and risks
for people and for the environment, which are caused both by natural disasters sources (volcanos,
fault-dislocations, land-slides) and by the risks of deformation of different types of technical facilities
(e.g. construction areas, tunnels, dams, buildings, mines, etc.).

The GOCA RaD team of IAF/HSKA would like to thank therefore in this way all GOCA project
partners and users, applying the systems GOCA (since 1998) and MONIKA (since 2007) in practice
and research round the world, for providing their feedback and valuable suggestions, as contributions
for IAF/HSKA concerning and benefiting the RaD on the further and new developments of the
mathematical model approaches and the technical components of both systems.
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Modelling Linear Objects by the Results of
Geodetic Monitoring
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Abstract

We call linear objects those having one dimension considerably exceeding the other two. Linear
objects can be of either natural or artificial origin. Thus, for instance, all rivers and springs are linear
objects of natural origin whereas all roads and channels, communication lines and conductors of some
products, mines and tunnels are man-made and so they have artificial origin. To study linear objects is
a modern challenge of applied geoinformatics. This task is to be solved on the basis of the principles
of the systemic-and-purposeful approach because of its complexity. Mathematic modeling is the major
method used to study the complex systems.

Geometric modeling of linear objects comprises the solution of two tasks : geometric modeling of a
curve which is the axis of the linear object and geometric modeling of its cross-section. The article
studies the task of geometric modeling of some abstract linear objects and there are several examples
of geometric modeling given here.

Keywords
Linear objects, semi-cylindrical surfaces, algorithm, mathematic modeling, geometric modeling

Linear objects are those with one dimension considerably exceeding the other two. Linear objects can
be of either natural or artificial origin. Thus, for instance, all rivers and streams are linear objects of
natural origin whereas all roads and channels, communication lines and product pipelines, mines and
tunnels are man-made and so they have artificial origin. The distinctive feature of most linear objects
is that they may be presented by the quadric surface. For example, the road is a stripe whose axis is a
curve, product pipelines are cylindrical surfaces with different cross-sections and their axis is also a
curve. Rivers, streams and channels are presented by semi-cylindrical surfaces with variable cross-
sections, etc. Study of linear objects is an objective of applied geoinformatics LOVYAGIN (2003).
Due to the task complexity it is to be solved on the basis of the system-and-target approach principles
VOVK (2012), BUGAKOVA & VOVK (2012), VOVK & BUGAKOVA (2011). Mathematical
simulation is a major technique to study complex systems BELOV (2003), VOVK (2011), VOVK
(2012).

Computer technologies are now widely used for modeling geometrical objects. Hereupon two new
branches referred to as computational geometry and geometrical modeling appeared. Though not
identical they have much in common.

The main objective of computational geometry is transformation of geometrical problems into
computational form PREPARATA & SHEYMOS (1989), i.e. construction of algorithm for numerical
solution of the geometrical problem, while the main task of geometrical modeling is computer
representation, analysis and synthesis of the geometric image data PRATT & FOX (1982), VOVK
(2013). Both branches are based on the discrete information to be used for computer representation of
geometric images in accordance with the problem solution algorithm.

Applying the techniques of computational geometry and geometric modeling for developing models of
linear objects one can computerize information on the object shape, its appearance, size, geometric
characteristics, and features in space-saving analytical form. Thus, information on the object shape
and its geometric properties may be digitized, the object model decomposed with these data easily
visualized in numerical and graphical form. Graphic presentation of the linear object on the display
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makes it possible to see how the mathematically formulated system looks from any point of the
environment.

With a great arsenal of geometric models available we can aggregate them and model the shape of the
object under consideration according to the set requirements and the task. The requirements may be
set exactly or qualitatively. Therefore aggregation should be performed interactively so that with the
system image on the display you could manage the procedure of aggregation to meet the formal and
heuristic requirements imposed on the result.

Geometric modeling of linear objects comprises the solution of two problems: geometric modeling of
the curve which is the axis of the linear object and that of its cross-section.

The theory of modeling curves and surfaces is considered in the course of geometry PRATT & FOX
(1982), LAPTEV (1975), POSTNIKQV (1979). Some examples of geometric modeling of curves and
surfaces are presented in works VOVK (2013), VOVK (2012c¢), VOVK (2012d). Based on these
works, geometric modeling of an abstract linear object may be carried out for the set axis line and
different variants of cross-section (Figure 1).

a) b) c) d)

tl. (2, 7.2 (X ¥.2) 4 LY.0A

Figure 1: Example of geometrical models for an abstract linear object:
a) axis of the object
b) pipe with constant cross-section
c) pipe with variable cross-section
d) tray with semi-circle cross-section

The example considered demonstrates applications of computational geometry and geometric
modeling techniques for mathematical formulation of linear objects. Changing the axial line of the
linear object and the form of its cross-section we can obtain different variants of its models. The fact
makes it possible to develop different models of the same object, to conduct comparative analysis,
estimate efficiency index for modeling goal achievement, and solve the problem of the best alternative
choice.

Now we can develop geometrical model of the linear object on the Earth physical surface. To this end
we have to determine the model of the Earth surface features and the axial line of the linear object on
this surface. These problems solutions are not considered in this article. Therefore let us suppose these
models are known and presented in Figure 2.

54



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

r,rL.l

r,rLl

Figure 2: Geometrical model of the linear object axis (heavy line) and surface
(left-hand surface is shown with parametric lines, right—-hand one with equal-height lines)

This data is sufficient to develop geometrical models of linear objects (with different cross-sections)
laid on the set surface relief. Figure 3 is an example of the pipe model (with circular cross-section),

laid on the set relief.

(X,Y,2),rL,r

(X,Y.,2),rL,r

Figure 3: Geometrical model of the linear object
(pipe with constant diameter) laid on the physical surface relief.

The form of the cross-section may be changed. Figure 4 presents an example of a model for the linear
object in the form of the tunnel with triangular cross-section and for that in the form of the plane band.
Figure 4 does not present surface features, as distinct from Figure 3, with only linear object models

being shown.
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(X,Y,Z) (X,Y,Z}

Figure 4: Geometric models of the linear object with different cross-sections

The geometric models alternatives for linear objects may be numerous: they may be situated not only
on the Earth surface, but also in its interior or above it. To develop these models, it is necessary to
properly set physical surface and the linear structure axis, and determine the cross-section of the object
to be modeled. The data may be used for assessing different invariant characteristics of the linear
object and, if necessary, reveal the sites where man-made transformations of the object are necessary
to achieve the assigned tasks.

Thus, the techniques of classical geometry combined with modern computer technologies give new
opportunities for investigating complex objects like linear objects of natural and artificial origin.
Modeling linear objects of different location on the Earth surface makes it possible to calculate or pre-
calculate their geometrical characteristics, estimate labour-intensiveness of their construction or
transformation, the resources required, ecological risk as well as acquire some other relevant
information including that on the best alternative choice.
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Abstract

Change detection in urban areas requires the comparison of multi-temporal data. In contrast to broad
research activities in remote sensing this contribution addresses the topic using 3D data (point clouds)
instead of 2D data (images). For further discussion, two strategies in the field building monitoring are
presented, which address change detection based on point clouds. The first example deals with change
detection on construction sites using a building information model (BIM). The second example uses
airborne laser scanning data to discover changes in the built environment.

Keywords
Change detection, point clouds, buildings, construction sites, urban areas, multi-view stereo images,
multi view laser scanning

1 INTRODUCTION

Automatic identification of urban structures and the analysis of their changes are important steps to
provide a basis for monitoring and planning. Common tasks in this context are the documentation of
urban development, surveying of construction sites, or damage inspection after disasters. In particular,
the automatic acquisition of buildings and their 3D geometry is of great interest, which is confirmed
by the growing number of scientific papers on this topic ROTTENSTEINER et al. (2013).

Generally, photogrammetry and remote sensing allow contactless observations of urban objects using
varying geometric resolution and aerial coverage by using several platforms (terrestrial, airborne,
space-borne). Change detection in urban areas requires the comparison of multi-temporal data. The
flexibility in observation techniques and temporal resolution of multi-temporal data typically depends
on the technical conditions of the involved platform and sensor which cover a broad field, e.g. from
terrestrial observations using a mobile video camera with a frame rate of some milliseconds up to orbit
fixed observation from satellites with a revision interval of some days. It has to be mentioned that in
the field of remote sensing the topic ‘change detection’ is discussed very often on the basis of 2D data
(images). In contrast to this, in this paper change detection will be addressed on the basis of 3D data
(point clouds).

Beside the variation in different acquisition methods of buildings we can find a variety of ways to
describe the geometric and semantic structure of buildings, e.g. by labelled point clouds, Geographic
Information Systems (GIS), Building Information Models (BIM), Industry Foundation Classes (IFC)
etc. Facing the challenge of combining and exploiting different models, a research center of digital
methods for the built environment was founded at Technische Universitaet Muenchen (TUM). A
particular emphasis is put on researching digital methods which are able to bridge the multiple scales
involved with modelling and simulating the built environment — from the scale of a few millimeters to
the scale of a whole country TUM-LOC (2014).

In this context it is intended to stimulate the research on general strategies for change detection

methods based on point clouds. For preparing the discussion in this paper the topic of change detection
is described by two examples using different views and data acquisition techniques.
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1.1 Example I: Comparison model-to-point cloud

Automatic construction site monitoring aims to support the efficiency of the construction process. For
this the current state of the building (as-built) has to be acquired at successive time steps. This state
has to be matched with the planned state of the building (as-planned) for the respective time step to
detected deviations from the scheduled progress or the geometry. The as-planned state is extracted
from a building information model (BIM). This model contains the schedule of the construction
project, the 3D geometry of the building and information about the components and the costs. The as-
built state can be acquired by laser-scanning or images. The image based strategy was chosen to get a
higher flexibility in contrast to laser scanning for data acquisition on a construction site (e.g. from the
crane). In Chapter 2 a procedure for change detection is described which focuses on the comparison
between a dynamic model and point clouds from images TUTTAS et al. (2014).

1.2 Example Il: Comparison point cloud-to-point cloud

In this example, we address change detection in urban areas in the case that both the reference data
and the current data are given as 3D point clouds. Airborne laser scanning (ALS) is well suited to
provide 3D measurements allowing a direct comparison of geometric features. A basic requirement for
detecting differences between multiple ALS point clouds is an accurate registration and alignment of
the multi-temporal data HEBEL & STILLA (2012). In contrast to classical nadir data acquisition we
assume that the scene is captured with an oblique forward-looking airborne laser scanner. During
acquisition of the reference data, multiple criss-crossing flight lines are used. This setup has the
additional advantage of full terrain coverage, for example allowing further analysis of building facades
TUTTAS & STILLA, (2012, 2013). In Chapter 3 a procedure for change detection is described which
focuses on the comparison between two point clouds HEBEL et al. (2013).

2 EXAMPLE |I: CHANGE DETECTION ON CONSTRUCTION SITES

2.1 Data acquisition

For generating point clouds from images it is necessary to acquire multiple images which are
appropriate for stereo matching. The reliability can be increased by regions of interest which are
visible at least in three images. For the comparison of the model and the point clouds of different time
steps or the comparison of subsequent point clouds a reliable co-registration is required. This can be
ensured by performing the following two main tasks:

- The images have to be registered in the coordinate system of the building model. In the ideal
case the coordinate system of the model is realized on the construction site and control points
in this system can be measured in the images.

- Images of subsequent time steps can be registered consistently by adjusting them in a common
bundle block adjustment. For this, homologous points have to be identified in images of both
time steps. In this case, the difficulty is that the sensed scene has changed. For this reason the
tie points have to be restricted to areas where no construction activity has taken place during
the two acquisition times. All available control points shall be used if they are visible.

The described tasks can be embedded in a structure-from-motion process which is extended with the
introduction of the control point information and tracking of stable features over subsequent time
steps.

2.2 Point cloud generation

In the next step dense point clouds from the images are generated using semi-global-matching (SGM).
As a first step, appropriate stereo pairs are chosen based on the orientation parameters which are
received from the bundle adjustment. The selection of the pairs is based on (i) the baseline length, (ii)
the viewing direction of the camera (z-axis of the camera system), and (iii) the angle between z-axis
and baseline. All stereo pairs are matched with SGM to create depth images for each stereo pair. Then
for a certain master image all available depth maps are fused. For that the depth values which are
given for different rectified images are transformed to the pixel of the undistorted master image and a
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final depth value is calculated. After that the 3D points are triangulated. For this procedure all images
are used as master images once and finally all point clouds are fused. This approach is based on the
procedure of ROTHERMEL et al. (2013).

2.3 Comparison of model and measured point cloud

The matching of the model with the as-built point cloud can be divided into different processing steps.
These are (i) the direct verification of construction parts by the points, (ii) the indirect verification
based on constraints derived from the model, and (iii) the handling of points which cannot be aligned
to model objects.

In this contribution a simple measure for the direct verification of construction parts is introduced,
which shall indicate areas of the construction parts being covered by as-built points. For that, points
are extracted which are within the distance Ad in front of and behind the model plane. The plane is
split into quadratic raster cells with the edge length of x,. For every raster cell the points belonging to
this cell are used to calculate the measure M, which is used to decide whether the points confirm the
construction part or not:

d =d, fird >d_,
M :iz 1 mit di — [ l l.'.lr i > min
ty T\ di-oy d,=d,, furd <d

n min

Here d denotes the orthogonal distance between a point (having the average point error o) and the
model and x4 denotes the mean value of all distances per raster cell. This measure includes the
distance, the accuracy and the amount of points in one raster cell. In order to prevent that a single
point, which is close to the plane, obtains a very large weight, the minimal distance d., is set
additionally. This value should be chosen in the range of the best expected point accuracy (or larger)
and limits the maximum weight of a single point. The threshold to decide if a (quadratic) cell verifies
the construction part is calculated by

2
X, 1
)
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Here py denotes the expected point density (represented by the distance of two adjacent points), J
denotes the tolerated distance to the plane and o3p denotes the required point accuracy. Generally it
cannot be assumed that the complete construction part is covered with points, e.g. because of
occlusions caused by a scaffold or construction machines or because of limited acquisition positions.
Because of this a simple threshold on the percentage of verified cells cannot be used to refuse a part,
but a high percentage can be used to confirm it.

2.4 Test scenario

As test scenario a construction site of a multistory building in the inner city of Munich was chosen. An
overview of the construction site is shown by an image taken from a stationary crane camera (Figure
1a). The photogrammetric image acquisition of different construction states are made without any
disturbance of the building activities. Figure 1b shows the positions of all 80 images taken for a certain
time step. The used sensor is an off-the-shelf digital single lens reflex camera (Nikon D3), which was
calibrated in advance. In Figure 1c the state of the model for a certain time step and in Figure 1d the
acquired point cloud can be seen.

The orientation of all images has been determined by a bundle adjustment together with the images of
previous time steps. Control points have been extracted from a laser scan which was accomplished at
the beginning of the execution of the construction work. The control points are defined by four
rotatable signal disks which are mounted on stable concrete piles as well as defined by features on
adjacent buildings. The point cloud was calculated from 213 stereo pair combinations and has about
25.000.000 points. The average point error is between 1-5 cm. Points with larger errors are not further
considered.

The co-registration of point cloud and model is performed based on eleven control points on already
built construction parts. The average residual of these points after the transformation is 1.9 cm (with a
standard deviation of 1 cm).
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Figure 1: Construction site in Munich, Germany, TUTTAS et al., (2014).
a) View from the monitoring crane camera (stationary), b) camera positions for temporary acquisition,
¢) building information model (BIM) showing intended construction progress on step 42 (May, 2013),
d) reconstructed point cloud from photos taken in May, 2013.

2.5 Experiments

The verification step is tested on a small part consisting of 13 construction parts. The surrounding of
the test area can be seen in Figure 2a without model and in Figure 2b with the model. The area marked
with a red rectangle in this figure contains the 13 construction parts, which are shown in detail in
Figures 2c and 2d. In Figure 2c the points extracted with the threshold Ad =5 cm can be seen. In
Figure 2d these model parts, which are verified by the introduced measure M, using a raster size x, =
10 cm, are marked in red. For the calculation of the threshold Sy the following values are chosen:
ps = 2 cm for the point distance, 64 = 2 cm for the tolerated distance, ozp = 1 cm for the point accuracy
and dpin = 0,5 cm for the minimal distance.
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Figure 2: Comparison of model and point cloud, Tuttas et al., (2014). a) Point cloud,
b) points together with model, ¢) extracted points assigned to building component (different colors show
assignments to different components), d) confirmed areas (red) of the building components (1 to 13) by
reconstructed points from photogrammetry.

3 EXAMPLE II: CHANGE DETECTION IN URBAN AREAS

For ALS data acquisition and analysis two different stages are distinguished. In stage | a database
(reference) for time step (ty) is built up and a 3D voxel grid that covers the complete urban area is
filled with information. During stage Il it will be decided whether current ALS measurements (t,)
confirm or contradict this information in the database. Instead of evaluating the occupancy of space for
the voxels themselves, the grid structure is used only to store information on the proximity of laser
beams (and points). Once established, this data structure enables to identify all candidates of old laser
range measurements that may interfere with a new one. Furthermore, the cell size can be chosen
comparatively wide (e.g., five times the average point-to-point distance), resulting in a moderate
amount of data. Since the grid is only used as a search structure, the selection of the cell size has only
minor impact on the results.

3.1 Generation of the database

Reference data captured at time step t; contain the classified and co-registered laser measurements L of
multiple overlapping ALS stripes. For each point p; the sensor position py and the range vector r are
known. For storing the indices in the 3D space two voxel grids Vr and Vr with same size are defined.
The cells of both grids are filled with indices from L (see Figure 3). Each index i is included in a single
cell of Vp according to the 3D position of the laser point p; that corresponds to this index. Therefore,
V5p simply represents a rasterization of the point cloud. Beyond that, V is used to store all indices of
laser beams that traverse the voxels. Each cell in Vp or Vg can receive either none, one or multiple
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indices, depending on the number of laser points contained in this voxel, or depending on the number
of laser beams that run through this voxel, respectively.

o DT

REGEEE
P;

Figure 3: Filling the voxel grids V, and Vg with indices for a laser measurement, i: index of the
measurement, py;: Sensor position, p;: laser point, r;: direction vector.

3.2 Modeling the occupancy of space

For a laser measurement, the occupancy of space can be assumed as empty between sensor and laser
point, as occupied at the laser point itself, and as unknown behind the laser point in direction of the
ray. In case multiple laser measurements are related to the same area in space, the question comes up
how the different and probably contradicting information can be fused. A possible strategy for fusion
is based on the evidence theory by DEMPSTER (1967) and SHAFER (1976) which explicitly handles
the state of uncertainty or vagueness. The application of this theory has some advantages for the here
mentioned nexus: On one side the uncertainty or vagueness allows to model occlusions and the
resulting lack of information. On the other side the combination rule of Dempster allows to assess
conflicts of information which is interesting for automatic change detection. The space occupancy
using the Dempster-Shafer approach can be described by functions assigning each element a so-called
‘belief mass’ in the interval [0,1]. Figure 4 shows the spatial modeling of point g with transversal and
longitudinal distance (d,,d,) related to a laser measurement p for the states occupied, empty and
unknown by the mass functions mgy({occ}), mg({emp}), and myp(U). In this model the three
parameters (4,c,x) determine the uncertainty of the laser beam and the points and have to be chosen
according to the physical properties and technical limitations of the ALS measurements (for details see
HEBEL & STILLA, (2012)). Especially mqy({occ}) should be designed regarding the acquired point
density and position accuracy which depend on the range resolution of the laser scanner, the accuracy
of the scan, and the size of the laser footprint.
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Figure 4: Belief masses occupied, empty and unknown in the surrounding q near the laser point p
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3.3 Combination of evidences

In case of two or more laser beams which come across in the surrounding of g, the corresponding mass
assignments have to be combined. For calculation of a fused mass function the combination rule of
DEMPSTER (1967) is used. For instance, a conflict C caused by two independent laser measurements
p: and p, (empty in m; and occupied in m,, or occupied in m; and empty in m,) is calculated by C =
Mgpi({eEMp}) mgpa({occ}) + mypi({occ}) mgp({emp}). Further details can be found in the paper of
HEBEL et al. (2013).

3.4 Detection of changes by space conflicts

During the phase of comparisons at time step t, the previous defined model of space occupancy is used
to assess whether a new single ALS measurement g = gy + rq confirms or contradicts the existing mass
assignments in space. In this context ‘existing assignment’ means the local combination of mass
functions which stem from ALS measurements of the reference data at time step t;. Changes in the
scene will be visible as contradictions or conflicts in space occupancy. Such conflicts occur in two
cases, namely, if the laser beam (qu, rg) traverses a volume in space which is marked as occupied
(Figure 5b) or if a laser point q is measured in a volume in space which should be empty (Figure 5a).

a) b)
Figure 5: Conflicts between reference data (blue) and the current measurement (red).
a) Conflict Cq: A new measurement gives a laser point q in a space which is labeled as empty,
b) Conflict Cp: A new measurement g=gn+r, (laser-‘beam’) traverses an occupied space.

3.5 Considering additional attributes

In the current beam model it was not considered that objects may lead to multiple reflections based on
discontinuities of the surface or due to a small size. In case of a partial penetration of vegetation a
single pulse will label same places along the measuring direction as occupied and empty. These
conflicts will occur also using different laser measurements of the same unchanged space of the
vegetation. Furthermore, vegetation is subject to seasonal changes. If the detection of such changes is
of minor importance, it is advisable to treat vegetation in a different way than ground level, buildings,
or other man-made objects. Besides full waveform analysis REITBERGER et al., (2010), local
principal component analysis (PCA) and region growing HEBEL & STILLA, (2012), YAO et al.,
(2010) are common approaches to classify ALS points belonging to vegetation. For these
measurements an additional weighting factor is derived from local PCA that increases the amount of
m(U). Additionally, a special uncertainty is considered for this space.

3.6 Experiments

The data that we analyzed for this study were acquired during field campaigns in 2008 and 2009, using
a laser scanner (RIEGL LMS-Q560) in combination with an inertial navigation system (Applanix POS
AV 410). With our configuration and settings, each scan line of the laser scanner covered a field of
view of 60° subdivided into 1000 angular steps. The laser scanner was set to a forward looking
inclination angle (45°) and acquired strips with a width of 500 m and an average point-to-point
distance of 0.5 m. The cell size of Vg and V, was chosen to be 2x2x2 m®, resulting in two cell arrays
of the dimensions 300x300x50 (which corresponds to 600x600x100 m?) to cover the area in question.
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In April 2008, the test site Abenberg (Bavaria) was covered by four strips in a cross pattern, resulting
in an accumulated point cloud which includes 5,400,000 points with an average point density of 16
pts/m%. Fig. 6a shows a rendered visualization of these reference data, where each point is gray-value

coded according to the echo amplitude, which is derived from full waveform analysis of the
backscattered pulse.

] conflict C, (appeared)
B Conflict C, (disappeared)

] confirmed planar areas

= Unchanged

) Considering additional attri utes
Figure 6: Results and different types of detected changes: e.g., demolition of buildings, new car.

The test site was scanned again in August 2009, using the same sensors and a similar setting. Based on
the recorded data stream of a single strip from south to north (1,500,000 points), we successively
applied the methods described in the previous sections. The parameters of functions shown in Figure 4
were set to 1=12, ¢=5 und x=8. Figure 6b shows conflicts C, > 0,5 (objects that have disappeared) in
red and the conflicts C4 > 0,5 (objects that have appeared) in yellow. In this example, vegetation
obviously causes a lot of conflicts C,, which can be ascribed to seasonal influences (April vs. August).
In case we want to focus on man-made changes, according to section 3.5 additional attributes and a
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classification of reference data into ground, vegetation, and building can be used to reduce changes
induced by vegetation. Such a result is shown in Figure 6e. In addition to the previous color-coding,
green points now indicate that these are (most likely) part of an unchanged building. The remaining
conflicts are mainly caused by moved cars, newly constructed and demolished buildings.

4 CONCLUSION

Both examples show procedures for monitoring the persistence or detection of changes concerning
urban objects. Both solutions are based on point clouds, but depend on typical border conditions for
the domain and the type of comparison. Generally, the consideration of uncertainties for the
comparison plays an important role. While for the example described in Chapter 3 uncertainties are
already modelled by Dempster-Shafer theory, the change detection in Chapter 2 needs to be further
developed by considering visibility and uncertainties in the next working steps. Related work
concerning change monitoring of 3D building elements using point clouds from unordered images
sequences and building information models (BIM) was carried out by GOLDPARVAR-FARD et al.
(2011). For determining the progress of the construction process a probabilistic approach within a
voxel data structure was used. In further work it should be investigated to which extent the strategy
described in Chapter 3 can be adapted to the problem described in Chapter 2. A comparison of pros
and cons with the related work is intended.
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Basic Principles of Geoinformation Solutions for Safe
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Abstract

The article describes practical experience of providing the situational center with a set of geographic
maps of the Russian NPP territories. There are examples of finished products and possible ways of its
use when monitoring the territory, the organization of emergency response measures and elimination
of the NPPs possible accidents consequences.
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The origin and extension of emergency situations depends on many factors. These factors, in turn, are
caused by different objects, processes and phenomena, taking place on the Earth’s surface, in
geological and space environments DUBROVSKY (2010). Emergency of catastrophes on a global
scale are usually multi-environmental. During a short period of time the emergency geospace
(geoenvironment) can undergo significant changes, both qualitatively and quantitatively
DUBROVSKY (2012). Technogenic natural-territorial complexes of NPPs appear to be the areas of
possible radiation catastrophe and territories experiencing protracted influence of anthropogenic
radiation contamination KOLTIK (1997). Such a dual territories condition requires a particular
approach to their use and organization of a continuous monitoring system. One of the elements of the
monitoring system is a monitoring subsystem for radiation polluted lands in the area of NPPs.

According to two largest nuclear disasters — on the Chernobyl NPP (USSR, 1986) and Fukushima NPP
(Japan, 2011), the governments and emergency services of these countries weren't prepared for
catastrophes of such a scale. On-line mapping of radiation situation remains one of the many technical
issues while liquidating the accidents consequences at NPPs. Data received from the radioactive
contamination monitoring were processed for a long time and their use was not possible because of the
absence of geoinformation provision that could meet the requirements of urgency, accessibility and
universality in the area of NPP.

The term *“geoinformation solutions” denotes the new kind of activity, that is developing on the basis
of computer technologies and that is developed to meet economic and social needs in geo-information
for a particular territory by means of its collection, modeling of geoenvironment, spatial analysis,
preparation of spatial solutions, integration and dissemination by means of GISs. KARPIK (2004)

Up-to-date development of GIS technology allows carrying out various types of thematic digital
mapping projects. The government policy is oriented to early warning of crisis management, that’s
why the development for modeling, analysis and prevention of emergency situations is very urgent.

Up-to-date means of spatial data acquisition contribute greatly to the development in this field. First of
all, they space mapping systems and various sensors, including those integrated with the technologies
of global navigation satellite systems (GNSS) that are used for monitoring the health of industrial
facilities and the condition of natural objects.

Geoinformation solutions for crisis management can be divided into three main types DUBROVSKY

(2012):
- timely and dynamically changing monitoring data of spatial objects condition;
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- predictive spatial analytical models that describe various scenarios of crisis situations and
elimination of their consequences;
- statistical spatial-situational models of crisis management.

While organizing crisis management of industrial objects of a high hazard level, such as NPP, these
types of geoinformation solutions are used.

The continuous space monitoring of an object and the neighboring territory condition is provided in a
dynamic mode. Sensor-based mapping systems, including GNSS, provide control of the object
geometric characteristics. Up-to-date robotized electronic total stations with GLONASS/GPS enable
to monitor the condition of objects and pick up the slightest changes of their spatial characteristics.
The Automated System for Monitoring Radiation Situation (ASKRO) in constant stream mode
provides the information about the radiation level.

Predictive spatial analytical models describe various scenarios of crisis situations. Thus, it is important
to create the most complete list of situation development options and its possible consequences.
Different mathematical models and analytical data on earlier crises are used to fulfill these tasks. As a
rule, these models created are ranked in accordance with the possibility of their origin and the amount
of damage, etc. SVERD (2005), DUBROVSKY (2010). Received data from ASKRO enable to
approximately assess the land condition pollution.

The third type of geoinformation solutions for crisis management (that is statistical spatial-situational
models) is based on the created emergencies scenarios. These models of a generalized character serve
for efficient crisis management when they emerge. As an example, the simplest situational models are
the plans of people evacuation of from buildings, and the more complicated plans are those of
population evacuation from the regions affected by radioactive contamination in case of accidents at
NPPs), Figure 1.

The peculiarities of this plan are the following:
- combined representation of thematic symbols and digital topographic map on the territory
integrated territory plan ;
the fragment of a digital map limited by 100 kilometers zone around NPP that is used as a
topographic substrate. Territories of several regions of the Russian Federation may belong to
this zone. Foreign territories can be shown on a map if necessary;
- all thematic information without any generalization is plotted on the evacuation plan;
- except the main evacuation plan of scale 1:100,000, the industrial zone of NPP and the
residential area near the station are shown in the form of insert maps in a larger scale. To compile
insert maps, satellite images or airphotoplans of high resolution can be used.

=

Figure 1 Fragment of digital evacuation plan from NPP area.
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The following results have been achieved:

e digital maps (in vector form) of ten Russian NPPs locations of scale 1:200000 and 1:100000
(respectively 100 and 30 km area) can be published in GIS Mapinfo format;

e separate thematic map layers of 10 Russian NPPs that are used for planning and carrying out
measures to eliminate accidents consequences at nuclear power plants have been prepared;

e electronic layouts of 100 and 30 km area near Russian NPPs are prepared on the basis of digital
maps and separate thematic layers;

¢ rigid map tablets in the amount of 40 pieces, representing NPPs locations of scale 1:200,000 and
1:100,000 (respectively 100 and 30 km area) have been made;

o four map-cases and six wall sets for hanging tablets have been made.

Evacuation plans were introduced at the situation center. Metal-base evacuation plans nowadays
represent the key element of the emergency management center’s technological infrastructure,
Figure 2.

e~ Ml

ey

Figure 2: Wall mps in the emergency operations center.

The digital plans of NPPs area can be used while conducting geoinformation analysis and modeling,
for the following:

- to interpolate the contamination according to ASKRO sensors data (Figure 1 a);

- to detect automatically the number of polluted settlements and their citizens in the constructed

buffer zone (Figure 3 b);

- to model radiation contamination depending on the wind speed and its direction (Figure 3 c);

- to generate reports for evacuation echelons routes (Figure 3 ¢) SVERD (2005);

- on-line updating the evacuation plans.
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Figure 3: Examples of GIS analysis and modeling with digital evacuation plans of NPP area:

a - interpolation of contamination according to ASKRO sensors data ;b - construction of polluted buffer
zone; ¢ - modeling of radiation contamination depending on the wind speed and its direction;d — reports

generation of evacuation echelons routes.

GIS technology for territory monitoring near NPPs represents a complex system of interacting
elements. The geoinformation land monitoring in the area of NPP except for its main functions:
“monitoring, analysis, forecast and management” TSVETKOV (2005), has some peculiarities:

it controls the radiation situation in the area of NPP, which is part of a unified state
environmental monitoring system (USEMS) ;

monitoring faces some problems connected with negative factors of radiation contamination;
borders of the monitoring zone coincide with those of emergency situation geoenvironment
and they change dynamically due to the degree of radiation influence of various factors;

the life and health of people who don’t only live in the region monitored , but also use food
produced in this region depends on the efficiency and reliability of land monitoring data;
geoinformation basis of land monitoring must contain the systematized complex of the region
(territory) data about various groups of spatial objects, processes and phenomena;

the effectiveness of the monitoring depends on the information exchange comprehensiveness
between the land monitoring system and the monitoring systems controlling the condition of
such environments as water, air, geological.
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Figure 4 shows the enlarged scheme of geoinformtion monitoring in the area of NPPs.

The fully-functional system of GIS collection, representation, analysis and predictive modeling with
the ability of transferring the received data to the competent services and agencies to control the
situation must be a basic component of the monitoring system in the area of NPPs.
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Figure 4: Generalized scheme of GIS monitoring in the area of NPPs,

Thus, the basic principles of geoinformation solutions for the NPPs safe maintenance are the
following:
o to create the network of active base stations to organize high-precision satellite positioning

system, to increase the accuracy of geodetic measurements and to control the NPP
technological fcilities;

e to develop and introduce the high-precision coordinate system of NPP;

e to create the unified GIS basis in the area of NPP, including large-scale digital plans of NPP
industrial site and the residential area near the station (the scale is 1:100 - 1:1 000);
digital maps of a sanitary protection zone (at scale 1:10,000); digital maps of 30 km
monitoring zone (at scale 1:100, 000); digital maps of 100 km evacuation zone (at scale
1:200,000) KARPIK (2013);

e to create spatial 3D models of technological objects and the machinery at NPPs that are
digitally integrated into unified GIS basis (environment) of a given territory;

e to create the complex monitoring system of the area near NPP, including geodetic monitoring
system, hydrometeorological observations, automated system of radiation control, the
environmental control system. Information received from various sensors must have a
coordinate referencing and is to be integrated into the unified GIS basis of a given territory;
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o to develop the mobile navigation software to solve the problems of emergency response,
navigation, mapping the NPP territory, the increase of geodetic measurements accuracy;

e tointroduce the GIS and create the automated workstations (AW) in the departments of NPP
office, situation center, Municipal Bodies administration of NPP area, Civil Defense and
Emergencies divisions;

e computer simulation modeling of probable emergencies scenarios of natural and technogenic

character;

o to develop catastrophe ( accident) — prevention plans and evacuation measures with a GIS

application.

Figure 5 shows the interaction scheme of basic principles of geoinformation solutions for the NPPs

safe maintenance.
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Figure 5: Interaction scheme of basic principles of geoinformation solutions
for the NPPs safe maintenance.

Specialists from the Siberian State Academy of Geodesy (SSGA) have developed methodological and
technological approaches to realize basic principles of geoinformation solutions for the NPPs
mentioned above. Our developments in the field of geoinformation solutions have been tested and
successfully implemented in a complex of works carried out at the Leningrad, Kursk, Beloyarsk NPPs.
Geoinformation solutions for catastrophe (accident) — prevention plans and evacuation measures
developed by our specialists is nowadays widely used at all Russian NPPs.
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SAMOS Switching Antenna Monitoring System
Applied on Tailings Reservoir On-Line Monitoring Project
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Abstract

Tailings reservoir has become the 19" state-level danger source of China government, which could
cause permanent damage to the local environment and kill hundreds of thousands of people if the dam
earthen made collapse.

SAMOS, Switching Antenna Monitoring System, is derived from GNSS, Global Navigation Satellite
System (GPS, GLONASS and COMPASS/BEIDOI), which enables a single GNSS receiver to
monitor more than just one monitoring point according to the specified accuracy requirement. This
method helps to save lots of GNSS receivers while always keeping the high performance of accuracy
and online monitoring features.

This paper introduces how Beijing iSpatial experts deployed that technology for a tailings reservoir
dam online monitoring application and the practical performances of SAMOS and the software in a
slow-deformation project.

Keywords
Tailings reservoir, online monitoring, SAMOS, Switching Antenna, GNSS monitoring, software,
Kalman Filtering

1 ONLINE MONITORING SYSTEM FOR TAILINGS RESERVOIR

Tailings reservoir is a large pool which is usually built at the foot of mountain with long earthen dam
to collect the waste material of metal ore dressing industry. There are more than 7 thousand normal
tailings reservoirs, and nearly 5 thousand abnormal tailings reservoirs still running across the whole
China.

This huge danger source has already been recognized and paid great attention by the China State
Administration of Work Safety (SAWS) since 2006. Online monitoring system became an important
technical support and handle for detailed administration measures It took years of technical
investigations and pilot project, such 9 GPS for 700 meters Zhejiang Litie tailing reservoir and 44 GPS
for 4.5km earth dam of Anhui MaSteel tailing reservoir, to finally qualify the concept.

GNSS monitoring system became then the indispensable online monitoring method to check the
displacement of the earthen dam because of three important features of such system, all-weather
supported, continuously operational 24/7 and high accuracy in displacement monitoring.

But due to the high cost of the high performance GNSS receiver and communication system to support
huge amount of GNSS raw data transmission, GNSS online monitoring system is still nowadays an
expensive technology considering the equipment for 12 thousand tailings reservoir dams. In fact the
huge cost of the traditional GNSS installation is preventing the authority to invest and fulfil their
obligations.
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2 SAMOS - THE PARADIGM SHIFT IN GNSS MONITORING

SAMOS is an abbreviation of “Switching Antenna Monitoring System”, a professional GNSS
monitoring system with innovative GNSS signal processing technology, which is specifically designed
for high performance low cost GNSS monitoring solution, such as Hydro Power Dam, landslide,
bridge, subsidence areas and high-rise building GNSS monitoring application to only cite a few.

In tailings reservoir dam monitoring case, the continuous processed observation represents every day a
3D displacement value for each monitoring point since the deformation of earthen dam is rather slow
motion with total deformation range that can reach few centimetres.

Based on such application requirement, SAMOS offers a solution where there is no need to setup at
every monitoring point a full pair of GNSS receiver and antenna but only one antenna per point of
interest connected to a switch where only one GNSS receiver is attached. Using a timer, the switch can
connect the GNSS receiver to a particular antenna and log the corresponding observations. When the
guantity of observation has been reached, the switch disconnects the antenna from the GNSS receiver
and automatically establishes the connection to another antenna. After a complete cycle, the switch is
re-addressing again the entire antenna network. This solution can greatly mitigate the cost of the
installation by reducing the number of high performance GNSS receivers.

3 THE ARCHITECTURE OF SAMOS

SAMOS system is selected for monitoring projects where a large amount of GNSS receivers is
needed. The reference station remains mandatory but can easily doubled as the budget allows that.

SAMOS hardware system is designed with a number of GNSS antennas, a GNSS receiver connected
to the switch, the switching hardware, the coaxial antenna cabling and at least one GNSS receiver base
station. In that architecture, several switches can be placed for addressing specific group of GNSS
antennas in a common project. The system is very scalable and modular. If monitoring points cannot
fit with cabling connection, we can still setup the GNSS receiver and antenna pair like traditionally.

iﬁéﬂT Tr Tr Tr

!
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Figure 1: an example of SAMOS architecture

The length of the coaxial antenna cable can be extended up to 500 meters with special GNSS signal
amplifier placed every 90 meters adding 29db signal gain each section.
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GNSS signal is collected by GNSS receiver through the antenna switch from each antenna periodically
under control of antenna switch timing system.

The raw GNSS data can be logged onto the SD card inside the GNSS receiver attached to the
switching hardware in a survey campaign mode (for one or two days) and data post processing will be
handled manually afterwards. The other possibility is the capacity of the system to transmit directly to
the central monitoring software the data using any communication possibilities. IS-MonNet, runs on a
PC server and access the data through serial com port or Ethernet LAN port the data to perform real-
time or post processing automatically online with several parameters that the user will control.

-yt e

Figure 3: GNSS signal amplifier

Figure 4: 1S-X300M GNSS receiver

4  GNSS MONITORING SOFTWARE

SAMOS MonNet software is advanced GNSS kinematic positioning software developed by Shanghai
iSpatial Co., Ltd., processing short to medium baseline length within millimetre level of accuracy and
coping with switching antenna scheme.

The software uses epoch data to distinguish which data is from which antenna to organise the raw
data’s transmitted by the switch.

The ASW (average sliding window) method is applied.

The key for achieving high accuracy performances is to fix the ambiguities and for carrier-based
relative positioning between a rover r and a base-station b, the following double-differencing
measurement equations for carrier phase ® and pseudo range P are used.

4= plh+ 2B, ~BL) +2, 0
Py = P + 6 (2)
Where ()" and (), represent a single-difference between satellites and between receivers,
respectively, o is the geometric range, A is the carrier wave length and ¢ is the measurement error

of the observables. B|, is the single-difference of carrier phase ambiguities in cycle.
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We settle the unknown vector as:

X:(rrT,BLlT,BLZT)T 3)

_ 1 2 m T
BLj - (Brb,Lj ’ Brb,Lj LR Brb,Lj)

Where r is the antenna position expressed in the ECEF frame.

The measurement vector y, atepoch t, is:

Ye = (¢IT1’¢E2’ PIIL’ PLTz)T (4)

By using standard EKF (extended Kalman filter), the state vector x and its covariance matrix P can be
estimated by:

X (+) =X (=) + Ky (¥, —h(% (-)))
P(+)=( = K HX (= )))P(-) )
Ky = P (=)HE (=)HE ()R (-HE ()" +R, )™

Where h(x),H(x) and R, are the measurements vector, the matrix of partial derivatives and the
covariance matrix of measurement errors, respectively.

For the standard deviation o of carrier phase or pseudo range error, SAMOS employs an elevation-
dependent model with user-defined parameters:

P=2(a-a+b-b/sin(e)/sin(e) +c-c-bl)+C-sclk -dt (6)

Where the elevation angle of satellite is €, bl is the base-line length, C is the speed of light, dt is
the time period. a,b,c,sclk are user defined parameters.

Time update of the state vector and its covariance matrix from epoch t, to t,,, by EKF is expressed
as:

o k+1g

X1 () =R (+)

k+1 k1T k+1 (7)
Pea() =R TR (R +Q

Where F is the transition matrix and Q is the system noise covariance matrix.

By solving the EKF formulas, the estimated rover antenna position and the single-differenced carrier-
phase ambiguities are obtained. Then the float carrier-phase ambiguities should be resolved into
integer values in order to improve accuracy and convergence time. The well-known efficient strategy
LAMBDA and its extension MLAMBDA are used by the software. After the validation by the simple
ratio-test, the fixed solution of the rover antenna position is provided.

5 THE YUANPING TAILINGS RESERVOIR IN SHANXI ROVINCE

SAMOS technologies has been used to connect 9 GNSS monitoring points as well as 9 Osmometer
(An Osmometer is a device for measuring the osmotic strength of a solution, colloid, or compound)
along a 2000 meters earthen dam length, which belongs to “Shanxi Aluminum Co. Itd, China Power
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Investment Corporation (CPI)”, in order to monitor both the displacement of dam and the water level
inside the dam.

Z0 is the base point of the system and Z1 up to Z9 are monitoring points. Z0 and Z1 use common
single antenna paired with one GNSS receiver. Z2 up to Z9 points are controlled by two data

collection cabinet, with 4 GNSS points and osmometer devices for each. The data are transferred by
RS232 or RS485 serial interface and then mapped into Ethernet signal to be transferred via optical

fibre cables up to the central monitoring room.
z @

145k E

m 20

Figure 5: Overview of the point deployment

Figure 6: A vin this 2000 meter reservoir dam
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Figure 7: Base point and the central monitoring room behind

=

R
|

Figure 8: A typical switching antenna monitoring point with data collection cabinet
and osmometer (red cylinder is the cover of osmometer pipe)

81



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

Figure 9: Data collection cabinet with antenna switch and all data communication,
power supply, lighting protecting devices

/

Figure 10: Central monitorng room
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Figure 11: Sensor management GUI
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Figure 12: History data of Z1 monitoring point

6 CONCLUSIONS

SAMOS technology and software have been designed and developed to meet the expectations of
managers and engineers in charge of maintaining engineering infrastructures situated in risky
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environments with the need to have a full picture of the movements to feed deformation models and
take appropriated decision accordingly to the feedback of the system.

The “Switching Antenna Monitoring System” namely SAMOS has been developed with the highest
quality of technology and know-how and by specialists in GNSS hardware and firmware technology.
The software that is part of the complete system has proven to deliver on a 24/7 rate the best linear
unbiased estimators using advanced filtering techniques on mm level of accuracy.

Without any comprise on accuracy, the switching antenna system has demonstrated on many other
projects such hydro power dams, landslides and subsidence areas that monitoring solutions can and
must be affordable when respect to human live and environment are the concern.

The authors have no doubt that more and more engineers involved or confronted to permanent

monitoring of their infrastructures will consider SAMOS as the most appropriated solution to get high
accuracy results at an affordable budget level.
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Geodetic Monitoring of Gravity Dam Deformations on the
Malo-Ulbinsky Reservoir

Kaisar B. Khasenov', Marzhan. Y. Rakhymberdina®, Kulzina M. Kaleeva?
ID. Serikbayev East Kazakhstan State Technical University, Republic of Kazakhstan
%S, Amanzholov East Kazakhstan State University, Republic of Kazakhstan

Abstract

Assessments of major engineering structures during the operational period, which include hydraulic
structures, can be obtained only by using various methods and techniques of geodetic measurements.
Further mathematic treatment represents generally complete and accurate information of the observed
object condition and stiffness.

Keywords
Gravity (rock-fill) dam, range line observations, horizontal and vertical displacements, geometric
levelling.

1 INTRODUCTION

The Malo-Ulbinsky reservoir was made in the late 1930s for covering water deficit of Ridder
industrial hub, public water and energy supply. The reservoir is located 35 miles south-east of Ridder
in the upper reaches of the Malaya Ulba at about 1,500m above sea level.

The reservoir is made in the riverbed of the Malaya Ulba by means of rock-fill dam with 34.5m height
and 367m crest length. The dam crest width is 5m, maximum width at the bottom - 74.5 m, the dam
crest level —1,574.00 m.

Estimated reservoir capacity at NWL 1,572.00m is 88.3 million m?, the minimum level of drawdown —
1,549.00m and, respectively, the effective storage capacity - 84.2 million m®. The length of the Malo-
Ulbinsky reservoir is 5 km, maximum width is 3 km, average depth is 13.4 m, and maximum depth of
31.5 m, the catchment area that feeds the reservoir is 40.5 km®.

Filling of the reservoir occurs during spring and summer flood, and, in winter, when the natural runoff
decreases sharply, storage water supplies are dumped into the Left Gromotukha, then the water flows
to the hydro-electric power station and to other consumer of Ridder.

The rock-fill dam of Malo-Ulbinsky reservoir is one of the few dams of that type. The dam has an

abrupt upstream face. In plan view the dam is given a curved outline, which is made purposely to
reduce the volume of rock fill (Figure 1).
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Figure e an-UIbis revir rock-fill a
The upstream wedge piece of the dam body represents a masonry wall with slope 3: 1. The foundation
bed for masonry wall is untouched with rotting rocks (granite).

The material for filling as well as for dry masonry is grey granite with ultimate compressive strength
from 800 to 2,500 kg/cm?.

To increase the stiffness of downstream side large rocks with selection are put down, and by their
junction with the rock foundation bed along the whole length of the dam a rubble concrete retaining
prism is constructed.

For preventing filtration under constructions in dam foundation a concrete-filled trench is placed,
which is sunk in rocks at a depth of 6m to 11m, under the trench cement-grout curtain is disposed. The
trench is sunk to a depth of at least 1 m in granite without signs of weathering and cracking.

2 GEODETIC OBSERVATIONS OF HORIZONTAL AND VERTI-CAL
DISPLACEMENTS AT THE CREST OF THE MALO-ULBINSKY
RESERVOIR ROCK-FILL DAM

The main method of monitoring hydraulic structures settlement is a method of geometric levelling
with short rays. This method allows covering a very wide range of accurate measurement of difference
in elevation (from 0.05 till 5mm for one station), allows keeping measurement in a wide range of
external and internal impacts of natural and industrial environment, has higher productivity in
comparison with other methods and lower working costs.

At the present time while monitoring the engineering objects settlement the following types of
classifications and techniques of geometric levelling are used:

a) state levelling of I, I1, [T and 1V classes;

b) grade levelling for measuring hydraulic structures settlement;

c) grade levelling for measuring bedding deformation of buildings and constructions;

d) levelling of special classes for engineering-geodetic works.
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By a variety of reasons the levelling method, applied for waterworks facilities to determine the
settlements, is different from methods, recommended by state instruction:
o levelling, as arule, is carried out according to non-removable change points,

¢ the length of collimating ray is limited by the distance between contiguous graduation marks,
e marking and fixing the places of level and laths installation are performed in advance, etc.

Oriented on long experience of waterworks facilities settlement observations, 3 classes of
hydrotechnic levelling are emphasized in references, characteristics of which are given in the Table 1.

Table 1: Technical characteristics of hydrotechnic levelling classes

cl f Root-sum-square Extreme discrepancy of M t ity at
| aslf'o uncertainty excess at direct and reverse easur:zhmer: tgapam ya
evelling the station , mm running, mm € station
Direct and reverse with two
I 0,08 03+/n heights of instrument
Direct and reverse with one
. 0,13 05+/n height of instrument
n 0,40 i In one d|rec'g|on with one
height of instrument

While observing the settlements of earth dams, earthflows and in some other cases, where high
accuracy is not required, recommended state levelling instruction of 11l and IV classes is applied.

Table 2 represents the recommended extents of root-sum-square uncertainties of determining absolute
settlements and horizontal displacements, which were derived from the summary of foreign and native
experience of observation activities of various hydraulic structures and their foundation beds taking
into account fully developed at the present time correspondence between observation problems and
geodetic methods possibilities.

Determination accuracy of relative deformation must be higher in several times. Inaccuracy of their
determination is normally 0.2 — 0.3 mm for concrete constructions and their foundation bed and 0.5 —
1.5 mm for earthwork structures.

In some instances, in considerable deformation inaccuracy their determinations might be increased as,
for example, for marks disposed in the key at the crest of arch dam. It is often enough to keep
inaccuracy in determining earthflow displacement just for the first time for detection of the process
beginning. Later on, for higher shift values, it is possible to decrease the accuracy of their
determination.

Table 2: Root-sum-square uncertainty of determining absolute settlements
and horizontal displacements

Root-sum-square uncertainty of deformation
Objects of observations determining, mm
settlements horizontal displacements

Concrete constructions at rock bed 1 1

Concrete constructions at compressible soil 2 2

Earthwork structures:

Construction period 10 5-10
Maintenance period 5 3-5

The rock-fill dam has been exploited since the end of thirties. Observations of horizontal and vertical
deformation of the rock-fill dam were started in 1943. Since 1947 till 1963 dam observations were not
carried out, the allocation scheme of graduation lines and range beacons was lost. in 1963 the
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allocation scheme of graduation lines was reconstructed. Further observations were fulfilled
periodically by various specialized enterprises: since 1969 till 1973, since 1980 till 1983, since 1997
till present.

Vertical shift is determined by geometric levelling according to observation marks (Figure 2), placed
in the dam body (Figure 3). Monumented bench marks Ne 200, 201 were taken as datum points.

Horizontal displacement is determined with the cross-section method direct distance observations
from section lines to mark center:

1) from BP — 2 on CP — 2 — displacement of marks 9, 11;

2) from BP — 3 on CP — 3 — displacement of marks 13, 15;

3) from BP — 3 on CP — 3 — displacement of marks 15, 13;

4) from M — 39 on CP — 4 — displacement of marks 17, 19, 21,..., 37.

Rp 201

= starting points (groud marks)
Mo fixed points
P levelling

survey of current changes, scale 1: 1000,
contour interval of 0.5 m.

Figure 2: Scheme of surveyor' pickup
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In accordance with observation results a graphic chart of marks’ horizontal displacement at the dam
crest is drawn (Figure 4) and corresponded conclusions are made.

Since the dam has a curved outline, the observations of horizontal displacement are realized according
to 3 section lines. As base points (BP) were taken BP-2, BP-3 and mark 39, placed in 1997. As
collimating points (CP) were taken CP-2, CP-3 and CP-4. According the results of range line
measurement a graphic chart of horizontal displacements is drawn up and displacement analysis with
preceding years is carried out.

Figure 3: Observation mark »

For observation of marks’ vertical displacements the levelling line of 1V class is run with the help of a
batter level N-3 and 3-meter surveying rod (Figure 5). Based on the results of fulfilled observations a
graphic chart of vertical displacements of marks at the crest of the Malo-Ulbinsky reservoir dam is
drawn up (Figure 6) and displacement analysis with preceding years is carried out.
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Figure 5: Marks levelling at the dam crest
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Figure 6: Graphic chart of marks vertical displacements at the crest of the Malo-Ulbinskoe reservoir rock-fill dam
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3 USING GEOMOS ADJUSTMENT SOFTWARE IN PROCESSING
THE RESULTS OF GEODETIC OBSERVATIONS AT THE ROCK-
FILL DAM OF THE MALO-ULBINSKY RESERVOIR

Network adjustment and deformation analysis is one of the most difficult tasks in the field of geodesy.
In processing the results of geodetic observations at the Malo-Ulbinsky reservoir rock-fill dam
GeoMoS Adjustment module was used in experimental mode (Levelling).

In observing the displacements at the crest of the Malo-Ulbinsky reservoir rock-fill dam, except the
listed observation methods, a method of linear-angular constructions operated by means of total station
is applied, the results of which can be further processed in a software product GeoMoS Adjustment.

The results of observations by means of total station performed with fixed monumented bench marks
on observation marks are imported, in clean layout, into the program GeoMoS Adjustment. The input
data are the coordinates of the base and collimating points, the output is a deformation analysis of the
data with an accuracy appraisal of the fulfilled works.

The observation results might be presented in the graphic charts form of control points displacements
from collimated section line of X and Y-axes (Figure 7).

8 -
Home | Wisusl  Nebwork designmade Halp o

A wew. ) open. | 02 B &) memove, | § Ciose | Beat | B osten | (g Acgepoen., | BiMenu - M | 1T o B Scale(5) - || B sun NomnalSpeed -

] M Aves [Boh X and ¥ -

4% %2 2007-00-25711.25.38.000 - 2007-00-25711.25.38.000
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20474 2007-00.25711.25.38.000 - 2007-00.25711.25.38.000
6844 2007-09-28711:26:36.000 - 200709 25711:25:36.000
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Figure 7: Graphic chart of control points displacements of X and Y-axes

Observation data of X, Y, Z are imported into the program GeoMoS Adjustment and based on the data
a network is drawn up (Figure 8). Next the angular and linear values for the coordinates of each of the
observation periods are calculated, and the program executes the deformation analysis for a certain
period of observation (Figure 9).
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4  CONCLUSIONS

Analysis of observations of horizontal displacements shows that the west wing of dam is subject to
most of the deformation and displacements are directed both toward the upstream side, so the
downstream side. It should be noted that until 1969 the displacements on the entire length of the dam
had steady rate to the downstream side. Since 1969, marks displacements between cycles have
fluctuations to the upstream side.

Analysis of the observations results of marks vertical displacements at the crest of the dam shows that
the average value of the vertical displacement is (-4) - (-8) mm comparatively to the observations
results in 2012.

Considering the importance and the uniqueness of the Malo-Ulbinsky reservoir for life support and
safety of the city of Ridder, it is necessary to continue monitoring of the given object condition using
modern geodetic technologies
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Benchmarks Stability Control in Geodetic Monitoring for
Nuclear Power Plant Safety

Alexander.l. Fyodorov, Natalia V. Fyodorova
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Abstract

The benchmarks displacement calculation as their stability determination is relative. As a result, the
stability evaluation problem does not have a single solution. The existing analysis methods have
revealed that one and the same displacement model is applied in the benchmarks stability research.
The rating system suggestion involves the benchmark ratings calculation, i.e. the digital parameters
that characterize the relative benchmark stability.

Keywords
Benchmarks stability, benchmarks displacement, benchmark stability, rating

Nuclear power plants belong to the engineering structures which require individual planning high
precision and special surveying works. The main objective of geodetic observations during the
maintenance period of such structures is the technical supervision and detailing computing techniques
for the finite subsidence values. The vertical control benchmarks chosen as a starting points created on
the territory of the NPP for the purposes of monitoring vertical displacements should provide the
benchmark stability during the whole period of observations and guarantee the determination of
subsidence with required accuracy.

In the theory of benchmarks stability investigations there exists a common practice to distinguish the
actual benchmark displacement and possible errors in determining their elevations depending mainly
on the order of leveling. If the calculated benchmark displacement exceeds the doubled (or tripled)
mean-root-square error of the displacement, it is regarded as a real displacement. Otherwise, the
benchmark is considered to be stable.

The mathematical processing of engineering structures subsidence observations includes the leveling
adjustment and calculation of vertical displacements of benchmark and marks in each cycle. The
serious theoretical problem is the choice of the initial reference plane with respect to which the
benchmark elevations and their vertical displacements should be calculated, and the development of
procedure for benchmarks stability assessment.

The solution of these problems has engaged many scientists and geodesists. All research methods of
benchmark stability involve the same initial data — the difference of heights between benchmarks from
cycle to cycle. The variety of methods concerns the choice of true elevation while repeated leveling,
that is why in GANSHIN, STOROZHENKO & ILYIN (1981) all the methods are divided into two
groups. The first group includes the methods that are based on the principle of invariable elevation of
the most stable benchmark in the network. The second group includes the methods that implement the
principle of unchanged mean elevation of all benchmarks or a group of the most stable benchmarks.

All methods of benchmarks stability investigation are divided into three groups: the first group
includes methods based on the analysis of elevation differences; the second group - those using
additional mathematical condition imposed on the measurement results; the third group — the methods
using the adopted hypothesis of the benchmarks displacement MIHELYOV, RUNOV &
GOLUBTSOQV (1977).
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From a mathematical standpoint, in order to determine the benchmark displacements (AH) it is
necessary to solve the following system of equations:
AH, —AH, = Ah, (1)

where Ah — the change in the adjusted elevation along with the line connecting the i- and j-
benchmarks for the period between two cycles of network leveling.

The number of equations of the kind (1) equals n — the number of measured differences in elevation;
the number of unknown benchmarks displacements equals t. In the real leveling network it is always
n>t, but because of the fact that part of the equations (1) are a linear combination of other equations,
the number of independent equations of the kind (1) is equal to t-1. To solve the system, it is
necessary to set an additional condition that will allow writing the missing equation.

The difference of all known methods for analysis of benchmark displacements can be only in the
choice of the missing equation to solve the system (1). In this sense, none of them may be of any
advantages over other methods.

The analysis of particular methods shows that there is no essential difference between classifications
of GANSHIN, STOROZHENKO and ILYIN (1981) and MIHELYOV, RUNOV & GOLUBTSOV
(1977); thus, the first group of methods in both cases includes those suggested by A. Kostekhel, G.K.
Botyan, A.M. Zelenskiy and V.V. Dorofeyeva, I.V. Runova. The second one in both classifications is
the methods by P. Marchak and V.F. Chernikov.

It is known that the determination of benchmarks displacements, as well as the confirmation of their
stability, is relative. As a result, the objective of the benchmarks stability assessment and the choice of
the most stable benchmark as the reference benchmark does not have a single solution MIHELYOV,
RUNOV & GOLUBTSOV (1977).

The analysis of existing methods showed that the analysis of benchmark stability involved the same
model for benchmark displacements, in which some benchmarks are influenced by a subsidence, while
the others uplift, and the benchmark stability is determined with respect to the rest of network
benchmarks. The relativity of this problem solving is evident and mentioned by many authors.
Therefore, such solution cannot be considered to be final. It is possible to make this solution more
specified, if take into account the external data with regard to this leveling network when elevations
can be periodically transferred to one or several benchmarks from the precise leveling benchmark or
final conclusion on a character of vertical deformations at the object under study given by geologists
and hydrogeologists.

For such cases, the rating system of benchmarks stability assessment is suggested DYAKOV (1992).
The idea of a rating assessment is identical to the I1.VV. Runov method RUNOV (1976) and similar
methods. It implies the calculation of benchmark ratings, that is, of some numerical parameters
characterizing the relative benchmark stability. According to DYAKOV (1992), it is necessary to
distinguish the four rating types: the average and weight sign ratings, the average and modular ratings.

In the initial cycle of leveling, all the network benchmarks are assigned by are a zero value of all
ratings; in each subsequent cycle the rating will be changed by an increment value for the period
between two adjacent cycles. The total value of benchmark rating consists of it's rating value in the
previous (k-1) cycle and its increment for the current k- cycle.

The average sign rating increment of the i-benchmark is calculated according to the formula:

t
Zéhi,i

ARZ, = -1 _— (2)

and the average modular rating increment - by the formula
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t
2jen, |
ARM, =%, @)

where t - the number of benchmarks in the network, oh; ;- the displacement of the i-benchmark with
respect to the j- benchmark of the network.

As noted in DYAKQV (1992), the average sign and average modular ratings satisfy the condition of
their independence from the choice of the reference benchmark in the network, but in formulas (2) and
(3) the weights of oh, ; displacements are not taken into account. If the displacement weights are to be

taken into account, the ratings will be called the weight ratings; the values of weight ratings depend on
a choice of the reference benchmark, and therefore, the weight ratings are less convenient for practical
application.

The analysis of numerical weight rating values revealed that the replacement of the reference
benchmark leads to a change in the reference point of ratings, and the sequence of benchmarks
according to the values of weight rating remains the same. Moreover, it corresponds to a sequence of
benchmarks in accordance with the average rating. Thus, in order to investigate the benchmarks
stability it is enough to calculate the average sign and modular ratings of network benchmarks. Table 1
illustrates the average and modular ratings for the leveling network benchmarks according to seven
cycles.

Table 1: Calculation of network benchmark average ratings

Benchmark number Average ratings according to the cycles, mm
1 2 3 4 5 6 7

Benchmark 1- RZ /0,0 | -0,7/-0,7 | 0,0/-0,7 +0,6/-0,1 | —-0,4/-0,5 | +0,7/+0,2 | -0,8/-0,6

RM /0,0 | 0,7/ 0,7 0,1/ 0,8 0,4/ 1,2 0,4/ 1,6 0,7/ 2,3 0,8/ 3,1
Benchmark 2—- RZ /00 | —0,2/-0,2 | +0,3/+0,1 | -0,6/~0,5 | -0,2/-0,7 | -0,3/-1,0 | -0,7/-1,7

RM 10,0 | 0,4/ 0,4 0,3/ 0,7 04/ 11 0,3/ 1,4 0,5/ 1,9 0,8/ 2,7
Benchmark 3- RZ /0,0 | +0,3/+0,3 | —-0,2/+0,1 | —0,2/~0,1 | +0,9/+0,8 | -0,8/ 0,0 | +0,3/+0,3

RM 10,0 | 0,4/ 0,4 0,2/ 0,6 0,4 1,0 0,9/ 1,9 0,8/ 2,7 0,8/ 35
Benchmark 4- RZ /0,0 | +0,6/+0,6 | 0,0/+0,6 | +0,2/+0,8 | -0,2/+0,6 | —-0,1/+0,5 | +1,3/+1,8

RM 10,0 | 0,6/ 0,6 0,1/ 0,7 04/ 11 0,3/ 14 0,5/ 1,9 13/ 3.2
Note: numerator — the rating increment

denominator —the total rating value

Having the values of sign rating, the most stable benchmark can be determined for any model of
benchmark displacements. For instance, if it is known that some benchmarks are affected by a
subsidence, while others — uplift, the most stable benchmark is close to a zero rating. According to the
processing results for seven cycles it is the benchmark 3. Such conclusion is in good agreement with
A. Kostekhel and P. Marchak methods. If only the benchmark subsidence takes place, the most stable
benchmark will be that with the average sign rating is the highest and positive. The results of seven
processing cycles show that such benchmark is the benchmark 4. If all the benchmarks uplift, the most
stable one has the highest negative rating. According to Table 1 it is the benchmark 2.

Modular rating characterizes the irregularity and absolute values of benchmark displacements.
Numerical modular rating equals to the total movement of the benchmark for the period from the

initial cycle to the current one. The average value of modular rating for the given benchmark (
RM o . -
RM,, = " where k-number of cycles) characterizes its average displacement within one cycle. If

the ratio of average modular rating value calculated for the whole network to the maximum
benchmark displacement error at the weakest point does not exceed unity, the benchmark network as a
whole can be considered stable. Otherwise, it is fair to say that some benchmarks have significant
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vertical displacements relative to one another and there arises a problem of finding the most stable
benchmark that can be considered as a reference benchmark.

In conclusion, some recommendations are suggested for geodesists who investigate the reference
benchmark displacements choosing one or another method. The simplest and most obvious method is
that ratings. In addition, it can be easily automated, and therefore, its application is a prime necessity.
As regards the calculation of benchmarks subsidence, P. Marchak method (or V.F. Chernikov's) is
more preferable, if the character of vertical deformations is unknown or if the benchmarks subsidence
or their uplift are equally probable. When the character of vertical displacements is known with high
probability, the benchmark displacements should be calculated with regard to the most stable
benchmark chosen by sign rating values.
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A new Approach for an Incremental Orientation of Micro-
UAYV image sequences
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Institute of Photogrammetry and Geolnformation, Leibniz Universitat Hannover, Germany

Abstract

Civil applications for small size unmanned aerial vehicles (UAV) have become quite important in
recent years and so have accurate orientation and navigation of these devices in unknown terrain. In
this work we focus on on-line compatible positioning in fagade observation based on monocular low
resolution still images acquired by a camera mounted on a UAV. Also, a 3D point cloud of the facade
is generated. This allows further processing steps, e. g. navigation assistance, collision avoidance or
the evaluation of the point cloud density, verifying completeness of the data. To be able to deal with
the increasing amount of observations and unknown parameters we implement an incremental bundle
adjustment based on automatically determined tie points and sliding image triplets. The tripletwise
orientation allows for an efficient double cross-check of the detected feature points and hence
guarantees reliable initial values for the nonlinear bundle adjustment. The initial values are estimated
within a convex formulation delivering a sound basis for the incremental adjustment. Our algorithm is
evaluated by means of imagery we took of the facade of the Welfenschloss in Hannover, captured
from a manually flown Microdrones md4-200 micro-UAV.We compare the orientation results of our
approach with an approach in which initial values for the unknown object coordinates are computed
algebraically.

Keywords
Orientation, UAV, convex optimisation, incremental bundle adjustment

1 INTRODUCTION

Comprehensive information about facades is important e. g. For different fields like architecture,
cultural heritage or the construction of realistic 3D city models. UAVs allow for an efficient
observation of facades because of their high flexibility and thus fill the gap between terrestrial and
aerial photogrammetry which are often constrained by an inappropriate observation angle. Nowadays
high-performance stabilising devices as well as light weight imaging sensors allow a manual
navigation of a small UAV through narrow streets or close to buildings. Since the complexity of a
building is not always known in advance, the completeness of the collected data cannot be guaranteed
and a potential lack of data is not revealed until postprocessing. In order to avoid missing relevant
information, the user must be able to adapt the flight path during the capture, which requires among
other results, an on-line orientation of the UAV and a sparse point cloud of the environment.

In this work we present a new incremental orientation approach based on image triplets, which is able
to deliver the position and orientation of the UAV and a sparse point cloud of the observed object in
near real-time. We use image triplets to increase the robustness of image matching because triplets
allow a double cross-check on the consistency of the keypoint matches between all image pairs that
can be formed of an image triplet. We use a combination of projective and perspective geometry. The
former is used to obtain initial values for the first image triplet. The latter forms the foundation of an
incremental bundle adjustment. In this way we avoid effects of over-parametrisation and furthermore
are able to integrate results of a precalibration of the camera in a straightforward way. A previous
version of this approach is also described in (Reich et al., 2013), this paper contains two important
extensions: Firstly, the estimation of initial values for the unknown object coordinates of the

! This paper has been published in The International Archives of the Photogrammetry, Remote Sensing an
Spatial Information Sciences, Vol. XL-3/W1, p. 93-98, 2014.
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homologous feature points is formulated as a convex optimisation problem. Hence the risk of getting
stuck into a local minimum leading to a distortion of the adjustment can be eliminated. Secondly, in
the new version we adaptively remove already oriented images from incremental adjustment based on
the number of supporting object points measured in the related image to keep computation time
constant.

The remainder of this paper is structured as follows. Section 2 gives an overview of work related to
this topic. In section 3 the used hardware, namely the UAV and the camera are presented. In section 4
we describe the methodology of this approach with a focus on the convex formulation of three-image
spatial intersection. Experiments and results are shown in section 5. Finally, section 6 summarises this
work and gives an outlook into future prospects.

2 RELATED WORK

An extensive overview of UAV applications and experiments can be found in (Remondino et al.,
2011). For our approach we need an on-line compatible implementation. The idea of on-line user
assistance in UAV mapping is given in (Hoppe et al., 2012). Simultaneous georeferencing of images
and 3D point cloud generation in real- or near real-time based on monocular imagery, which is also
called simultaneous localisation and mapping (SLAM), has been in the focus of several publications:
On-line orientation and dense-matching implementations based on projective geometry alone can be
found in (Klein and Murray, 2009) and (Wendel et al., 2012), respectively. In these approaches a local
and a global bundle adjustment optimise all unknown parameters in parallel to avoid drifting effects.
In (Cesetti et al., 2011) a so called "visual global positioning system” is presented in which the
position is estimated based on the matching of the acquired images with freely available georeferenced
satellite imagery. A vision-aided navigation for UAVs based on a fusion of relatively oriented image
pairs and data of an inertial measurement unit (IMU) is presented in (Wang et al., 2013). Steffen and
Forstner (2008) describe the real-time orientation of a UAV for mapping purposes formulated in an
unscented Kalman filter. The approach also deals with the drift problem in performing a loop closure
based on points structured in a 3 dimensional octree.

The incremental bundle adjustment is comprehensively derived in (Beder and Steffen, 2008). Using an
incremental bundle adjustment with a functional model different from ours, Meidow (2012) presents a
loop closure approach for the purpose of stitching subsequent images. The idea of using triplets of
images for the orientation of image sequences can be found in (Nistér, 2000). A hierarchy of trifocal
tensors is used for the whole sequence without incremental estimation. The nature of the trifocal tensor
and its estimation is described in a general context in (Hartley and Zisserman, 2000). The formulation
of optimisation problems via a convex objective function is of increasing interest in research in many
different disciplines. The entire derivation of its principles can be found in (Boyd and Vandenberghe,
2004). One of the first works integrating this technique into geometric reconstruction problems is
(Hartley and Schaffalitzky, 2004). In (Ke and Kanade, 2007), the geometric interpretation of
reconstruction problems is pointed out. Furthermore they propose an L;-norm based reprojection error
integrated into the objective function. The works of Olsson and Kahl (2010) and Kahl and Hartley
(2008) describe the spatial intersection problem from three images and show that there is only one
minimum in optimisation with the L.-norm.

In our approach we combine projective and perspective geometry and implement an on-line
compatible orientation within an incremental bundle adjustment. The initial values for the bundle
adjustment are estimated using convex optimisation.

3 PRELIMINARIES

There are many types of UAVs. We use a Microdrones md4-200 micro-UAV?, a vertical take-off and
landing quadrocopter. It has a maximum payload of 300 g, which is enough for a high quality compact
camera. We use a Canon PowerShot $110° in combination with the Canon Hack Development Kit®,
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This software allows to manipulate many relevant parameters including exposure time, sensor
sensitivity and focal length. Furthermore it enables automatic capturing based on a fixed time interval.
The camera is calibrated before the flight based on a five-parameter-distortion model, three parameters
for radial and two parameters for tangential distortion, respectively (Laganiere, 2011).

During the flight images are acquired with a time interval of two seconds. In the following we tackle
the transmission of the imagery as a problem that is solvable but whose solution is not in the focus of
this work. We perform the estimation in postprocessing, although our implementation allows for a
near real-time orientation and point cloud computation.

4 METHODOLOGY

The orientation of the UAV is based on imagery captured by a precalibrated camera, though our
implementation is able to estimate the parameters of the interior orientation and lens distortion during
bundle adjustment for refinement. For each incoming image SIFT features are extracted and matched
(Lowe, 2004), which are the basis for the subsequent orientation work-flow. This workflow can be
divided into two steps. The first one deals with the initial image triplet and is explained in section 4.1.
The second part covers the spatial resection of subsequent images and convex spatial intersection of
feature points for the derivation of initial values (section 4.2) as well as the incremental bundle
adjustment, in which the unknown parameters are refined (section 4.3).

4.1 Initial Image Triplet

The computation starts as soon as features of the three first images are available. Matching of feature
points in image triplets is more robust than in image pairs. Based on a pair of matching feature points
[x!, x!] in two images [/, 11] one can perform a double cross-check, because for a triple [x!, x, x!'T]
also [x!, x!"] and [x",x"] have to be a match. Nevertheless, erroneous matches generally still
remain after double cross-check. Therefore, the estimation of the trifocal tensor, based on seven three-
point correspondences, is carried out based on RANSAC (Fischler and Bolles, 1981). Inliers that
support an estimation are found by a point transfer into the third image using the fundamental matrix
of the first two images derived from the tensor. More details can be found in (Reich et al., 2013) and
(Hartley and Zisserman, 2000, Chapter 15).

The first image triplet defines the local coordinate system of the whole block. A certain number of
supporting matches has to be found to consider the estimation of the trifocal tensor as valid and to
proceed with the following steps. Otherwise the first image is rejected and computation starts again
with the three subsequent images.

When a valid initial image triplet is found, we derive the fundamental matrices of the first two images
from the trifocal tensor and estimate the relative orientation of the two images based on the calibration
data of the camera. The local coordinate system (XYZ) is defined as follows: The origin is located in
the projection centre of the first image, the X and Y axes are parallel to the x and y axes in the image,
respectively. The Z axis coincides with the negative viewing direction. The scale is given by the
distance between the projection centres of the first and the second image. That base length is set to
one.

Initial values for the unknown object points are estimated by convex spatial intersection (see 4.2) and
the relative orientation of the third image is computed by a RANSAC-based spatial resection (Kraus,
1997). Having initial values for all unknowns a robust bundle adjustment based on non-linear
collinearity equations can be performed. Observations are iteratively re-weighted based on their
residuals so that their contribution on the adjustment result can be controlled. In this way outliers in
the observations can be detected and excluded from further estimation.
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4.2 Convex Spatial Intersection

Subsequent images are added to the existing block based on spatial resection. First we perform a
matching between the feature points of the new image and the ones of the previous images for which
object coordinates have already been estimated. This allows us to compute the relative orientation of
the new image analogously to the way described for the third image of the initial triplet in section 4.1.

In order to extend the existing 3D point cloud, we are interested in finding additional homologous
points between the three images. The related 3D coordinates are to be estimated via incremental
bundle adjustment, which needs appropriate initial values. These initial values are computed using
convex spatial intersection.

fres,i(x) = ”xproj,i - Xi”m (1)
with
KXy
proJ I‘i7:3 X—-Xp) v
T
¥ (X - XO) (2)

i = —C——c—< <1 Yo
Yproj l‘fg(X—Xo) Yo

fres,i (X) is the residual function for each image i based on the three-dimensional parameter vector X,
the object coordinates of the point to be intersected. It is the difference between the projected 3D point
Xproj and the observation x; in some norm m. ¢ and (x,, y,) are the focal length and the principal
point of the image, respectively, determined in camera calibration and considered to be constant. X, ;
is the position of the projection centre and R the transposed rotation matrix of image i with r{ ; being
its jth row.

In the case of two images taking the midpoint of the shortest line that connects the two image rays
which, in fact, is an algebraic minimisation with no obvious geometrical or statistical meaning
(Hartley and Schaffalitzky, 2004), may not lead to suitable results. It is shown in (Kahl and Hartley,
2008) that algebraic minimisation in special cases may result in very high reprojection errors. Olsson
and Kahl (2010) show that the reprojection error as a function of X (equation (1)) is quasiconvex.
Since quasiconvexity is not preserved under summation (Boyd and Vandenberghe, 2004), L, -
minimisation (minimising the sum of squares) of the reprojection error does not represent a convex (or
quasiconvex) optimisation. L,-minimisation of the spatial intersection problem with three images
mathematically means finding the minimum of a 47th order polynomial (Stewenius et al., 2005). Kahl
and Hartley (2008) and Olsson and Kahl (2010) illustrate the chance to get stuck in a local minimum
in three-image spatial intersection based on L,-minimisation.

Therefore, we carry out an L-minimisation as proposed in (Hartley and Schaffalitzky, 2004) and
(Olsson and Kahl, 2010). This allows a quasiconvex formulation of the three-image spatial
intersection problem:

minimise jmax fres,iX) (3)

Taking the pointwise maximum of the three quasiconvex residual functions preserves quasiconvexity
(Olsson and Kahl, 2010).

We reformulate (3) to derive a quasiconvex formulation for which an effective solver can be

generated. By substituting equation (2) into equation (1) we obtain (note that while equation 3
represents the L.,-norm, each reprojection error itself can be expressed in any norm m):
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This can be extended to:
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Now we can write equation (5) as
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Equation (6) is a quasiconvex function on the set ¢! X + d; > 0, implying that the point X is in front of
the camera (Hartley and Schaffalitzky, 2004), (Kahl and Hartley, 2008). Equation (6) can
geometrically be interpreted as a convex cone of norm m (Boyd and Vandenberghe, 2004) in front of
the camera i with its apex in the projection centre. This cone intersects with the image plane defining
some uncertainty measure (e. g. circle in case of the L,-norm and square in case of the L,-norm).

Taking the pointwise maximum of equation (6) generally implies that the resulting function at some
points is not differentiable anymore. Hence the minimum cannot be found by gradient based methods.
Kahl and Hartley (2008) propose to write the minimization of (6) as a convex feasibility problem

find X
subjectto  ||A;X+ b;||, — u(ciTX + dl-) <0, (7)
i=1..3

with a fixed u > 0. Note that a L,-norm is used for representing the reprojection error. The
minimisation problem (7) can be geometrically thought of as finding the intersection of the three
convex cones located at each of the projection centres of the three images. The size of the cones is
controlled by the factor i, which, in fact, is the radius of the intersecting circle in image plane. The
problem (7) is feasible if u is large enough so that the cones intersect (Ke and Kanade, 2007). Such a
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feasibility problem can be solved by a bisection algorithm (Olsson and Kahl, 2010), (Kahl and
Hartley, 2008).

In our work we modify the feasibility problem (7) according to (Ke and Kanade, 2007) and
reformulate it as a minimisation problem. u is kept fixed and we try to minimise the distance € to the
cones defined by u.

minimise €
subjectto  ||A; X+ b;|le — u(ciTX + dl-) <e¢, (8)
i=1..3

In this way the intersection of the three cones defined by u may be empty. If this is the case the
minimal distance €* will be positive. If €* < 0 an intersection of the cones exists and the optimal point
X* lies in that intersection. The implementation of the optimisation procedure is based on CVXGEN*
(Mattingley and Boyd, 2012), which produces a C-based solver for convex optimization problems.
Note that in contrast to (Kahl and Hartley, 2008) we use a L.,-based reprojection error, because
CVXGEN is for quadratic programs only and using the L,-norm would imply ?solving a second order
cone program (Kahl and Hartley, 2008).

We are aware of the fact, that the L.,-norm is sensitive to outliers. Hence, after the optimisation the
reprojection error of each point (in each image) is required to lie below a certain maximum value.

4.3 Incremental Bundle Adjustment

As we want to provide an on-line compatible orientation procedure, unknown parameters are
estimated incrementally. For each incoming image there are six parameters for the exterior orientation,
namely the position and the orientation of the camera, and three object coordinates for each point
measured in the current image triplet for the first time, enlarging the set of parameters of the whole
block. Besides, already estimated parameters that are related to the current image triplet, can be
improved by incremental bundle adjustment. For each triplet, two different types of unknowns occur:

1. unknowns which have already been estimated in previous triplets. These are
a. orientation parameters of the N — 1 already oriented images remaining in the
incremental bundle adjustment
b. object coordinates of points that have been estimated in previous triplets and are
used to tie the new image to the existing block (see beginning of section 4.2)
2. unknowns that are estimated for the first time, i. e.
a. orientation parameters of the new image
b. object coordinates of points that have been measured and triangulated in the
current image triplet for the first time (see section 4.2).

The parameter vector p is split into two components, p, and p, for the first and second type of
parameters, respectively. Similarly, we split the observation vector I into two components, 1, and 1,. 1;
contains all observations that were used in previous triplets, whereas 1, contains observations derived
in the current image triplet. The incremental bundle adjustment can now be formulated as:

(11 +Vv ) _ (A11 0 ) (pl) (9)
I, + v, Ay Ay \P2J

*http://cvxgen.com/
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As one can see in equation (9) the new observations 1, are related to both types of parameters p; and
p- via the design matrices A,; and A,,, respectively. Therefore, not only the new parameters can be
estimated (p,) but also the previous parameters are improved (p; +):

<ﬁ1,+ ) — N_]_ <A€1P1111 + A€1P22122> (9)
ﬁz " AEZPZZIZ ,

with N3 being the inverse normal equation matrix of the incremental adjustment and P;; and P,, the
weight matrices derived from the inverse covariance matrices of the observations 1; and 1, ,
respectively. The dimensions of the matrices involved in the estimation equations, thus the normal
equation matrix of the already estimated parameters and A,;, do increase over time. At some point
older images (and their orientation parameters plus points that have been measured in that image for
the first time) have to be removed from the orientation process to keep the size of the matrices small
enough for near real-time processing. For each incoming image a minimum number of points found in
the oldest image involved in the estimation process and re-measured in the current image has to be
present to keep that image in the estimation process. Otherwise this old image is eliminated. For a
complete derivation of the incremental bundle adjustment the reader is referred to (Beder and Steffen,
2008) or (Reich et al.,2013).

5 EXPERIMENTS

The evaluation of the presented approach is based on imagery showing the facade of the
Welfenschloss in Hannover. The images were taken by the camera and micro-UAV presented in
section 3 with a fixed focal length and with a time interval of two seconds between neighbouring
images. The UAV was manually controlled in front of the facade in several distances and heights. We
ended up with three separate flights each consisting about 250 images.

I I I I I
500 1000 1500 2000 2500
Points

Figure 2: Indices of the images in the sequence in which each object point was visible.

The analysis of these image sequences is focused on two specific aims. First, we want to show the
general performance of our algorithm. Hence, we show if the computation time per image is kept
constant and the effects of older images removed from the estimation if they are not relevant any
more. Second, we demonstrate the improvement of the convex formulation of the estimation of the
initial values with respect to an algebraic estimation that was presented in (Reich et al., 2013). The
following analysis is based on one image sequence consisting of 233 images.
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As mentioned in section 4.3 the criterion for keeping an image in the estimation process is a minimal
number of points found in that image which are re-measured in the current image. In our experiments
we set that number to 20 points. Figure 1 shows the distribution of points with respect to the images
they are measured in for the first part (43 images) of the image sequence. The number of images
involved in one iteration of the incremental bundle adjustment varies between five and seven. This
interval is somehow restricted since we limit the number of new observations connected to already
estimated points to 50 due to reasons of computation time. Furthermore, we select all observations
depending on their location in image space to achieve a well distributed set of observations. A
maximum number of 200 new observations is involved into each incremental bundle adjustment. The
computation time per image is kept constant and amounts to about ten seconds on a standard desktop
computer in a nonoptimised implementation. This timing includes the computation of the whole
covariance matrix of the parameters to be able to extract its precision. We estimate that an
improvement by a factor of five is achievable, which delivers real-time results based on the time
interval of two seconds between neighbouring images.

Figure 2: Point cloud and oriented images of an image sequence consisting of 233 images seen from above
(first row) and from the front (second row). Regions that are highly affected by an offset are highlighted
in red.

In figure 2 the point cloud and the orientation results of the whole image sequence are illustrated. One
can see the uppermost image strip is captured in a rather oblique orientation so that also surface
elements and trees are detected. Although the point cloud appears noisy it has to be said that the
facade is quite rough with many decorative elements, window sills and balconies. Nevertheless, offset
effects are present. The regions that are obviously affected either in scale or in translation are
highlighted in red. The facade at that part of the building consists of a planar wall.

In a second experiment we compared the results of our approach with results for which the initial
values of the object coordinates have been estimated using the shortest distance between the related
rays (called ’algebraic approach’ below). After each incremental bundle adjustment we extracted the
standard deviations from the covariance matrix of the newly estimated parameters X5 5 . We
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computed the trace of that part of the matrix concerning the position of the projection centre and its
three rotation angles, respectively, representing the sum of the standard deviations of the projection
centre and that of the three rotation angles. Furthermore, we extracted the mean precision of all new
object points after each incremental bundle adjustment iteration by averaging the trace of Zg 5,
concerning the object points. Figure 3 illustrates the mean standard deviations of the estimated
positions, rotations and object point coordinates of the first part of the sequence after each incremental
bundle adjustment iteration. The color and type of the curve decode the type of initial value
computation. The solid green curve shows the standard deviations for our approach, whereas the
dotted blue curve shows the standard deviations for the algebraic approach. It can be seen that the
precision of the orientation parameters in the case of convexly estimated initial values is nearly always
better than for the algebraic approach, in particular for the images around image 13. The precision of
the object points is rather equal for both approaches except for a few images near image 26. The fact,
that differences in precision between the two approaches are visible for different images in the case of
figure 3(a) and 3(b) compared to figure 3(c), may be an indication that the initial values itself play a
secondary role only for the solution of the incremental bundle adjustment. Nevertheless, the way of
initial value computation causes another factor influencing the precision of the bundle adjustment
results as there is the number and distribution in space of points used. In fact, the distribution of object
points observed in image 13 is better in our approach (std. deviation with respect to its centre of
gravity: 3:2 [baselengths]) than for the algebraic approach (2:8 [baselengths]).
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o ‘
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Figure 3: Mean standard deviations of the position X,, (a) and the rotation parameters [w, ¢, k]
of the projection centre (b) and the object points (¢) in [baselengths] and [gon] after each
incremental bundle adjustment iteration for our approach (green/solid) and the algebraic

approach (blue/dotted).

Differences can also be seen in the point cloud. Figure 4 shows the resulting point clouds of the image
sequence used above. The white point cloud results from our approach. A second point cloud
estimated using the algebraic approach is depicted in colour where different colours depict different
distances between the two point clouds. One can see that the observations and hence the estimated
object points differ between the two approaches. The wall on the left side only exists in the result of
our approach. As can be seen, the differences between the point clouds increase with each iteration
(UAV flew from right to left). This can be explained by a rotation between the two solutions.
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Figure 4: Comparison of the two resulting point clouds using our approach (white) and
algebraically estimated initial values
(coloured, depending on the distance to the other point cloud).

6 CONCLUSIONS

In this work we have presented a new incremental orientation approach of a micro-UAV based on
triplets of images acquired at a certain time interval. We use convex estimation of the object
coordinates as initial values for the incremental bundle adjustment. Furthermore, older images that
become irrelevant for the orientation process are automatically removed from computation. We were
able to show that our implementation estimates the orientation and a sparse point cloud of a whole
flight consisting of hundreds of images with a constant computation time per image. In addition, we
investigated the influence of different initial values for the unknown object point coordinates
stemming from an algebraic computation and from our new approach.

However, there are several problems which need further investigation. Firstly, the comparison of the
two approaches computing initial values for the bundle adjustment revealed differences in the
estimation results. Whether the use of convexly optimised initial values itself or a deduced effect like
the distribution of the object points in space is a significant reason for the enhanced quality of the
results of our approach could not finally be verified. This will be part of our future work. Secondly, to
be able to analyse the reliability and geometrical quality of our results we need a reference model with
predefined and precisely measured points. Finally, the implementation is far from being applicable in
realtime. But, irrespective of computation time, our approach is realtime compatible in terms of its
incremental implementation.
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The Impact of Non-tidal Gravity Variations on the Results
of Geodetic Monitoring of Hydrotechnical Constructions
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Abstract

The impact of anthropogenic variations of gravity potential on the results of geodetic deformational
monitoring of hydrotechnical constructions is described. The calculation of attractive potential
variations and its derivatives to determine the influence of reservoir water mass on geodetic position
of control points and geodetic observations can be realized by specially developed software.

Keywords
Anthropogenic variations of gravity potential, hydrotechnical constructions, geometrical and
hydrostatic leveling, dynamic models of water masses, algorithm, software

1 INTRODUCTION

Major hydraulic facilities construction inevitably brings about concentration of a great amount of
water near power dam (billions of cubic meters) in a short period of time. This necessitates regular
dam monitoring and its foundation. Reliable control based on in-situ observations is an integral part of
the geodetic monitoring which includes: multi-cycle high-precision geodetic observations of spatio-
temporal changes in the hydraulic structure under study; mathematical treatment of these observations
results to estimate and improve their accuracy; substantial analysis, and interpretation. Among
different events of the monitoring special attention is paid to mathematical modeling of the processes
under observation, including predictive estimate of intermediate and successor state of the engineering
structure.

The results of geodetic observations may be distorted due to various errors and depend on the external
factors, such as gravity field variations, caused by reservoir water mass changes. Gravity variations do
not cause spatial dislocation of the control points on the hydraulic facility and around it, they just bring
about some changes in the values of their points positions.

The changes in hydrosystem’s geodetic position of control points obtained from high-cycle geodetic
measurements are used to determine structure settlements and horizontal displacements as well as
vertical deflection, inclination, declination and other deformation characteristics. The effect of gravity
field variations, resulting from the changes of reservoir water mass between geodetic measurements
cycles, should be eliminated from the registered changes of the positions.

According to Construction rules and regulations 3.01.03-84 the root-mean-square error in the
determined dam settlement and foundation values as well as its horizontal displacement may not
exceed 1mm for buildings and structures erected on the rock bed.

Gravity variations caused by the changes of reservoir water mass may reach absolute value of

(1- 2)'10‘55—"21 and the changes of the marks normal heights that of 1-15 mm, i.e. the same as the
admissible error.

The effect of water mass attraction on geodetic measurements may be taken into account by two ways.
The first is based on the repeated gravimetric observations with different water levels. However
according to the results of the repeated gravimetric measurements it does not always happen that the
gravity variations can be detected (everywhere and at any time) in the reservoir neighborhood
accurately enough to calculate corrections to be introduced into geodetic measurements.
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Thus, gravimetric measurements made on the dam and nearby may be of low accuracy due to the dam
vibration. Moreover, to calculate variations of plumb line deviation by the results of repeated
measurements of gravity using Vening Meinis formula, it is necessary to conduct comprehensive high-
cycle gravimetric resurvey around the reservoir within the range of 100 km including that on the
reservoir surface. This gravimetric survey requires a great amount of field works and the labor-
intensive operation of gravity determination on the water surface

The second way to take into consideration the effect of water mass on geodetic observations is based
on calculation of the attractive potential and its derivatives by the known volume and the form of
water mass (surface), enclosed between the two levels of the reservoir, i.e. by solving the primal
problem of potential theory. As we know the volume and the form of variable water mass, the
attractive potential and its derivatives, caused by these masses may be obtained unambiguously at any
point P (X, y, z) of the reservoir neighborhood with higher accuracy and lower working hours than
with repeated gravimetric measurements.

2 INITIAL DATA AND TECHNIQUES

The calculation of the attractive potential variations and its derivatives to determine the influence of
reservoir water mass on geodetic position of control points and geodetic observations can be realized
as follows:
e Dynamic (mathematical) modeling of water masses;
o Development of algorithm and software modules for calculating the potential and its
derivatives values;
o Development of techniques and algorithm design for taking into account the influence of
attractive potential and its derivatives variations on geodetic measurements results.

Gravity field variation, spatial displacement of potential reference surfaces, changes in their curvature
and a gravity vector direction become apparent in the results of geodetic measurements as changes in
latitudes, longitudes and normal heights of observation points.

Let P be a point on the Earth’s physical surface, on the reservoir shore (Figure 1). Applying
rectangular coordinate system 0XYZ, we direct axis 0Y along the dam, axis 0X in the direction of the
head race, and axis 0Z —down the plumb line.

A

P(BLHHY

domain T

Figure 1: Cross-section of reservoir

With water level H=H,in the reservoir the reference surface of gravity potential W(X,Y, Z) = C, and
the normal vector to this surface go through point P(B,L,H")

9 z{gxofgvoigzo}'

Due to the change of water level from mark H = H, to H=H; potential W(X,Y,Z) will change by
value V(P), and reference surface W1(X,Y,Z) will cross point P:
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Wl(Xv y,Z):Cl :CO+V(P) . (1)

Normal vector to this reference surface is

G =19,.9y,.9,, |- (2)
In this case coordinates of point P will change by quantities:
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where »(P) is anormal gravity force at point P.

Thus, to estimate changes of coordinates B, L, H" with the change of water level in the reservoir, we
must know variations of the attractive potential AV and its first derivatives in coordinate axes Vy, Vy,
V, directions.
To calculate variations of the gravity potential and its characteristics (first and second derivatives), the
disturbing masses of water enclosed in the corresponding area are approximated by the mathematical
model, consisting of homogeneous elementary rectangular parallelepipeds. The model is constructed
by approximating the reservoir volume by the system of elementary disjoint parallelepipeds At;, whose
facets are parallel to coordinate planes. Evidently, the smaller are the dimensions of elementary
parallelepipeds Art;, the more accurate will be the volume approximation. However, unlimited
reduction of dimensions At; results in the unlimited increase in the number of summands in formulas,
thus, complicating experimental investigations.
Therefore the dimensions problem of elementary parallelepipedsArt, approximating the area, should be
treated individually for every specific case, taking into account initial data, the topographic map scale,
configuration of integration domain <, the required accuracy, and capabilities of computing aids to be
applied.
On choosing the criterion of accuracy & (determination of gravity potential variations and
characteristics) we may obtain interval estimation of approximation accuracy. To this end the accuracy
is to be estimated several times with gradual reduction of Ar,
At may be reduced until the difference of the two progressive approximations is less than the chosen
criterion ¢

e(V)<|V, - Vigy|. (6)
The given technique for choosing elementary parallelepipeds dimensions makes it possible to achieve
the required accuracy in solving the set problem. However it is a very laborious method. It needs
multiple processing of a great amount of the initial data. To reduce the scope of computations for this
problem solution, it makes sense to divide the reservoir volume into two areas: t; — the central area of
the reservoir and t,. — its shore. The central area t; is approximated by the system of constant
elementary parallelepipeds with the base side dimension to be chosen depending on the reservoir bed
features to comply with condition (6).
Experimental computations for the interval estimation of approximation accuracy are conducted
several times (separately for the shore t, and central t, areas) with gradual reduction of elementary
parallelepipeds sides dimensions.
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Each uniform rectangular parallelepiped is used to integrate and calculate elementary values of gravity
potential (and its derivatives) variations, and to determine their complete values for the point under
study.

3 SOFTWARE

Special software (Figure 2) has been developed to calculate gravity response of reservoir mass
variations approximated by parallelepipeds with different densities.

daun  ObpaboTka
-4

Figure 2: Active window

A software package contains two files: the executable and Model.dat-file with digital model of the
Sayano-Shushenskaya HPP reservoir.

0660-680
[640-660
W620-640
H600-620
P7  |ms80-600
P8 |m560-580
- P9 |@540-560
p1o |0520-540
p1q |B500-520
W480-500

12\ q460-480
(3 | m440-460
[420-440
W 400-420
00380-400
00360-380
H340-360
[320-340

34 33 32 31 30 29 28 L | | | |

Figure 3: Digital model of the Sayano-Shushenskaya HPP reservoir dam area

The software includes the list of points to calculate variations of the gravity potential and its
characteristics in accordance with the digital model of the reservoir. The lists of points may be created
just in the program or beforehand.

The initial model does not contain information on the changes of reservoir water level. It is added in
the program for each point separately. When initial list is opened the maximum, possible change of the
water level (m) is automatically set for each point.
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Figure 4: Data processing screen

4 THE RESULTS

Special software is used for computation of gravity potential variations and its characteristics (Table 1)
for the fixed points.

Table 1: Program results

BII potential variation (cm”/s”)

BB height variation (cm)

BC vertical component (mGal)

I'C-X horizontal component in X (mGal )
Irc-y horizontal component in Y (mGal)
MCT gravity module (mGal )

To visualize the obtained gravity field variation characteristics in the reservoir neighborhood contour
maps are created (Figure 5).
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Figure 5: An example of results obtained (height variations diagram)

The developed software has been successfully tested to be used for calculation of gravity effects in
construction world major reservoirs, and implemented into the Sayano-Shushenskaya HPP’s
automated process control system.
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Abstract

Theoretical issues of geodetic monitoring of natural object conditions are outlined. The techniques
offered were used for designing a special geodetic network for monitoring landslide displacements and
mathematical processing and interpretation of vertical landslide movement.

Keywords
National land monitoring, landslide, terrestrial geodetic network, horizontal and vertical movements,
mathematical model of movements

The investigation of movements and deformations of natural and artificial geodynamic objects and is
one of the most important challenges in contemporary science and practice. The information about
movements and stressed-deformed state of the earth surface and Earth's crust caused by endogenetic
and endogenic and exogenic factors is the most important in the view of forecasting disastrous
geodynamic phenomena such as earthquakes, volcanic eruptions, landslides, glacier descents, rock
bumps and ground subsidence in regions of mineral resources development, etc. AVRUNEV (2010).
Anomalous technogeneics geodynamic processes cause X-shifts of the Earth's crust, faults formation,
underground damages, inundations; not only industrial projects, engineering constructions, residential
building, but also people suffer from it.

In recent years applied geodynamics data is used in new spheres: information got during investigation
of the local Earth's crust areas movements and deformation is and should be used for state property
cadastre and national land monitoring goals KARPIK (2004), KARPIK (2013), KARPIK (2012). It is
so especially since ground area that is part of the earth surface which borders are set in accordance
with federal legislation is a general accounting unit in monitoring lands and cadastre.

The values of movements and deformation parameters of the local Earth's crust zones are obtained
from the mathematical processing and interpretation of multivariate time series of geodetic and other
observations for object monitoring AVRUNEYV (2010), SEREDOVICH (2004).

The solution of the one problem concerned the investigation of the earth surface physical state caused
by landslide activity is considered in this research. Landslides are one of the most widespread physical
and geological phenomena in our country resulting in considerable changes in the earth surface state
STEPANYAN (1979), SHVEDOV (1997). They are abundant in valleys of the Volga, the Oka, the
Kama, the Ob and other rivers and along the Black and the Sea of Azov and Lake Baikal coasts. The
Crimean, Volzhsk and Baikal landslides are well-known by their caused damages.

Systematic observations are carried out for forecasting landslides and depend on landslide motion
character. Today it is a common feeling that geodetic methods permit to get the most accurate
guantitative data of the earth surface movements including landslides AVRUNEV (2010),
SEREDOVICH (2004).

The investigation of landslide motion path and velocity is carried out during observations of
deformation mark behavior located on the landslide body and during following mathematical
processing and interpretation of observation results. This problem can be solved if coordinates of
deformation marks at time point t1 (x', y', h') and time point t2 (x”, y”, h””) will be defined in three-
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dimensional space X, ¥, H relative to the fixed reference system origin after specified time interval At
= t2-t1. Then following parameters can be received: deformation mark displacement D, horisontal Dy,
and vertical Dy components of total deformation mark displacement, velocity of the displacement V
with it horisontal and vertical components V', and Vy and displacement direction a.

A special geodetic network used for current coordinate determination is designed and consists of
deformation marks embed in a landslide body, control points embed on fixed base in the immediate
vicinity of the landslide, and initial points. Making geodetic measurements in such network with given
time interval At , the current position of deformation mark is calculated and landslide motion path and
velocity t are determined.

Besides, designers impose the condition that accuracy of determined deformation mark position with
regard to the geodetic datum should not be more than my in plane and mHo in height AVRUNEV
(2010). In this case during geodetic network designing there should be done a priori estimation of
measurement accuracy - angles (mg), sides (ms) and heights (m,) — according to specified mean-
squared error (mg and my, ) and mark position in the weakest point of the network.

The presence of random errors in geodetic measurements causes an error (mp) in deformation mark
displacement in calculations. Under small velocities V, and V, and time interval At appears the
situation when deformation mark displacement is within the accuracy of calculation (mp). In this case
deformation mark displacement is considered to be undetermined and deformation mark — stable. Thus
during a priori estimation of geodetic network accuracy there should be determined a criterion that is
used to estimate the significance of deformation mark displacement obtained from mathematical
processing.

The next important point is the determination of time interval At between cycles of geodetic
observation. Incorrectly defined time interval can cause the situation when displacement will not be
detected or when deformation mark displacement path will not be determined with sufficient
particularity level. That is why during the time interval At determination a priori set displacement
velocity (V'yand V') and deformation mark displacement calculation accuracy (mp) should be taken
into account.

The algorithm of a priori estimate of measurement precision and mathematical processing of
observations during projecting of the geodetic network for monitoring earth surface physical state by
the example of landslide is represented in the following way.

The required accuracy of angular and linear measurements is calculated according to given mean-
squared error of horisontal position for the network weakest point my
m Mo
ﬁ = lL[ = ,
\/(Qxi + Qyi )M A X
m 1
mg =—2.

VK

where Qij — inverse weighting matrix coefficients for corrections equations in measured values.

The required accuracy of measured heights in a designed levelling network is calculated according to a
given mean-squared error of vertical position for the weakest reference point myg.

— — mHO
M= My = m )

During the mathematical processing of geodetic network it is necessary to determine whether D is a
displacement of deformation mark or this value D is caused only by the influence of random
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observation errors in two cycles of geodetic observations. To solve this problem the following
criterion is recommended AVRUNEYV (2010):

D > Dnin, (3)

where Dy, is a minimal displacement of deformation mark that can be detected during mathematical
processing of geodetic network. Horizontal component is calculated by the following formula:

My =1 My =t*~2%myy, \/COSZa*QX +sina*Q,, (4)

where t is a statistic coefficient that depends on confidence probability of the displacement
significance estimation (P=95% -t =2; P=99% -t = 2.5; P=99.73% - t = 3); a - directional angle of
deformation mark displacement, Qx, Qy — weight coefficients of deformation mark, corresponding to
the weakest point of the geodetic network; mpy — accuracy of calculation of the displacement in
horizontal plane.

The science-based time interval Aty between geodetic measurements cycles in horizontal geodetic
network is calculated according to landslide body velocity and accuracy of deformation mark
coordinate calculation by the following formula:

At = Mo :\/E*mﬁH\/cosza*QX +sina*Q, -
SN CETERVE Jo.11*V,
where V’y — a priori given movement velocity in horizontal plane.
A time interval Aty for levelling network is calculated by the following formula:
Atv — mDV — \/E*th V QH (6)
Joaixy, o1y,

where V’y, — a priori given landslide motion velocity in vertical plane.

Let's illustrate the work of the described algorithm by processing linear-angle network shown in
Figure 1.

In the network under consideration we have three deformation marks located on the landslide body -
NeNe 5, 6, 7; two benchmarks located on stable base - NeNe 3 and 7; two initial points - NeNe 1 and 2.
Having approximate coordinates of all points of the network and information about measured values,
we can get inverse weighting matrix in which we are interested only in diagonal elements that are
inverse weights of points coordinates under determination. In our case we have:

Q =diag {0,2394; 0,2126; 0,0706; 0,1064; 0,0181; 0,1073; 0,0880; (7
0,3303; 0,1215; ,1794}.

In accordance with available numbering and calculated weight coefficient values the weakest point in
the network is point Ne3, which weight coefficients sum is maximal (elements are underlined). Having
performed all further calculations in accordance with algorithm given before, we get following results
(Table 1).
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Project of horisontal geodetic network

A Initial point; == Measured line

A Geodetic point positioning on a landslide body (deformation mark);

A Positioning of geodetic points, located on stable base (benchmark).

Figure 1: A project of horizontal geodetic network

Table 1: The results of a priori evaluation of horisontal geodetic network characteristics

NoNo Network characteristics
1 A method of horlzon_tal geodetic network Combined network
esign
2 The number of measurements/observations n=19
3 The number r of parameters to be defined t=10
4 The number redundant measurements r=n-t=9
. . . . Sav = 1.5 Kkm. Spax = 2.0 km

5 Line lengths in horisontal geodetic network S, = 0.98 km
6 Site perimeter 2.S=9.5km

A weak network point and its weight . _ _
7 coefficients Ne3, Qxz =0.2394,Qy3 = 0.2126
8 Minimal deformation mark displacement Do 1 = 6.6 Cm
9 Time interval between observation cycles Aty = 33 days

121




International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

CONCLUSIONS

The solution only of one problem obtained during national land monitoring and connected with
investigation of the earth surface physical state modifications produced by landslides is considered in
this research. Obtained results can be used in projecting specific geodetic networks to observe
landslides movements (including choice of the network type, tools and methods of measurements,
calculation minimal value of deformation mark displacement, that can be determined in this case, and
definition optimal time interval between measurement cycles) and are recommended for practical use.
It should be pointed out that only horisontal landslide movements are considered in this research,
whereas similar conclusions are made also for vertical landslide movement and can be found by all
interested persons.
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Special Aspects of Mathematical Landslide Processes
Modeling by Geodetic Data during Blasting Operations
and Transportation of Big Soil Masses
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Abstract

The article describes the technique of landslide dynamics analysis and estimation through the results
of long-term geodetic observations over the landslide benchmarks vertical movements on the bank of
the Angara river in the zone of construction a rockfill dam of the Boguchanskaya HPP while carrying
out blasting works and earth disposal from open-cast mines because of lack of information concerning
the time and intensity of the impact.

Keywords
Geodetic observations, negative and positive components of landslide movements process, movements
rate, inter-cycle time interval, process modeling

1 INTRODUCTION

The relevance of studying the landslide movements dynamics is determined, primarily, by landslide
hazard areas while constructing and maintaining of engineering structures such as large hydroelectric
plants, dams, bridges, etc. The subject of our research was the landslide process developing in the area
of construction a rockfill dam of the Boguchanskaya HPP while carrying out blasting operations and
the disposal of earth from the open-cast mines. This process was presented with the geodetic data
concerning landslide slopes vertical displacements because of lack of information about particular
places, time and intensity effects.

The investigation of the landslide slope reaction to blasting operations and earth disposal was
conducted by means of geodetic data concerning the vertical displacements of the five benchmarks,
fixed at the surface. These benchmarks were not destroyed by the explosions and have been preserved
for 9 years. Vertical movements were determined by a third-class leveling conducted along the entire
right bank landslide zone. Intercycle leveling network adjustment was conducted by VASILIEV,
GULYAEV and PAVLOVSKAYA (2010). The basic data for further research was introduced by
cycle standardized benchmark elevations and their mean errors. The study of vertical displacements
changes in time showed that the number of observation cycles and calendar periods of their
implementation didn’t allow revealing the seasonal influence of natural factors, suppressed by a
technogenic impact. However, the influence of explosions and disposal of earth in the form of
successive alternations of negative and positive values of landslide benchmark displacements took
place.

2 THE METHOD OF LANDSLIDE DYNAMIC ASSESSMENT

The proposed assessment method of landslide mobility consists of two components
PAVLOVSKAYA, KHOROSHILOV & NOSKOV (2012), PAVLOVSKAYA, KHOROSHILOV &
NOSKOV (2013). The first component relates to the search of invariants of stable or more stable
reference stations out of a landslide benchmark group in terms of their mobility. The second
component refers to a landslide mobility assessment through geodetic observation results.
Determination of invariants of stable or the most stable observed landslide benchmarks allows
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representing more objectively the real landslide processes evolution in the conditions of some
uncertainty of geodetic information. The method of investigation of the reference stations mutual
stability, suggested by Fedoseyev J.E. (KLYUSHIN, MIKHELEV & BARKOV (1993)) was used as a
mathematical algorithm. This technique allows not only to identify unstable benchmarks through the
inter-cycle heights variations of the observed benchmark group in the system of their average height,
but also to establish the degree of their displacement. Using this method all the benchmarks elevations
in the group under study were corrected, i.e. the results of the actual benchmark heights were obtained
GULYAEV & PAVLOV (1993), VASILIEV, GULYAEV & PAVLOVSKAYA (2010).

In the next step according to the corrected benchmark elevations there was a transition from the values
of displacements observed at different inter-cycle time intervals to the velocities of these movements.
This was the way we standardized the controlled parameters of the process investigated regardless of
inter-cycle time intervals. In the stage of transition from the adjusted benchmark elevations and from
the movements rates, being observed at different inter-cycle time intervals, to the velocities of these
movements, the comparative analysis showed that in only 24 cases out of 120 the velocities values
were less than the errors of their calculation. The short interval close to the absolute values between
rates and their errors was caused by slow speeds during short inter-cycle time intervals, as well as
insufficient precision of the third-class leveling. It was also taken into account that the value of the
plus velocities were reduced due to continuing landslide natural movements down while disposing of
earth, but the minus velocities were decreased due to inertial effect of earlier disposal of earth. Figure
1 shows temporal development of negative and positive values of the observed sliding process. Thus,
the different reaction of the landslide slope on blasting operations and earth disposal was proved. In
the next stage this data provided the basis for a separate analysis of negative and positive values of
vertical displacements in accordance with their deterministic - probabilistic nature.

4 N\

\ dates of observations, year )

Figure 1: Positive and negative components of a vertical displacement process
due to blasting works and landslide earth disposal
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The following stage of the negative and positive landslide displacement research involved
mathematical modeling of this process, consisting of a number of procedures. The initial procedure
consisted of grouping of negative and positive movements, reflecting the different nature of the slope
reaction to the explosive and earth disposal works (Figure 2).

s
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Figure 2: Results of a separate design of the negative and positive components
of the vertical movement process

Further the process of a separate center assignment of the above mentioned components was carried
out, which has resulted in the character of a two-way human impact in the form of temporal changes
of average displacement values, recorded during the observations (Figure 3, 4).

/ N
—t—8021_(+)
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dates of observations, year
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Figure 3: The centering of the positive component of the vertical movement process
during blasting operations and landslide earth disposal
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Figure 4: The centering of the negative component of the vertical movement process
during blasting operations and landslide earth disposal

Centered values of the process negative component had mostly a positive trend of development, and
the values of the positive component had a negative trend, that confirmed the above-noted
compensational and inertial influence of the factors. In this case the centered values of both
components of the process mainly reflect the natural character of its development with a slight
technogenic impact. That’s why they turned to be similar in value, and this factor allowed uniting the
centered process into five realizations by averaging its values according to closely spaced adjacent
sections and incorporating the values of individual remote sections. In total, we obtained five
combined realizations of the centered process and two development graphs of negative and positive
vertical displacements, characterizing the degree of influence of each of the considered technogenic
impacts (Figure 5).

The next procedure consisted of modeling of five centered realizations in a kinematic form as a law of
their distribution, represented by approximated standard in time and autocorrelation function with a
zero expectation value, following the Gaus law of distribution in the profiles of mathematical models
that were developed by Gulyaev. The designed forecast mathematical models PAVLOVSKAYA,
KHOROSHILOV & NOSKOV (2013) in the form of approximate in time standards and
autocorrelation function with zero expectation value have the following form:

1 1

m, (t j )=o; ——=0:8302.-+0.3128; ¢ = 0,998 @)
Ox (tJ ) ]

) ~0,02802t,

Pe =0,84995 : rt =0,475.

A received combined process (without a technogenic impact) is stationary, correctly distributed with
the expectation value close to zero.
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Figure 5: The united centered process of the negative and positive components
in the form of five realizations

It should be noted that separate centering of the negative and positive process components allowed
revealing a previously unknown nature of the impact in time and according to the intensity of two
main technogenic impacts. This nature was expressed in the form of the changes of the observed mean
benchmark displacement values. Meanwhile, the centered values of negative and positive components
reflect mainly the evolution process, impervious to technogenic impacts. Therefore, these components
can be regarded as a single process. The dotted borders of the averaged centered processes (Figure 5)
restore the lost retrospective of blasting works and the landslide earth disposal works through geodetic
data that is very important for further research. The available topographic1:5000 scale maps with
explosion craters allow to calculate analytically a certain amount of the disposed rock material and to
calculate the power of explosions for “ragging” the rock material.

All the mentioned solutions and the research done create the basis for parametric identification of the
observed landslide process in a dynamic form presented by the negative and positive components as
the two main influential factors. But the additional noise component model aimed at identification and
analysis of unaccounted factors while forecasting the regularities of a sliding process can be made by
means of the 1st- or 2nd - order autoregression DERUSSO, ROY & CLOSE (1970),
KRAMARENKO, MAZUROV & PANKRUSHIN (2005).

For example, the dynamic model of the 2™ order and "input-output” type, describing a scalar process
of displacements in a recurrent form under the influence of two main factors, has the following form:

X = A X1 + B Xy o + By + Lol + @y

2
O = Ay 4+ poy_; + &,

where X, — output variable represented in the form of centered values of the positive and negative

components as a single process, impervious to technogenic impacts on the k-th interval of a
model discretization, step value is equal At;
Up,up — two main impacts in the form of blasting works and earth disposal works;

o~ the joint action of unaccounted factors (noise component) in the form of the landslide

slope reaction to blasting operations and earth disposal works;
#. 9y - dynamic indices, reflecting the degree of influence of the displacement values X1

and Xi_p ON X, i.e. inertial system properties;
By, By, v — Indices, characterizing the degree of influence of two main impacts and the noise
component on a displacement value;
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A, u —model parameters of a noise component in the form of the 2" order -autoregression;
& — So-called "white noise".

The parameters $ 8y, 8. By v are estimated according to the observation results (analytical

calculations) for the temporal variation of the influencing factors and displacements; parameters A, u

are assessed according to the residual errors of the sliding process approximation with the basic
equation (2); & —an unestimated parameter.

The landslide process forecast model, designed according to Eq. (2) during the forecast period, has the
following form (the last discretization interval is denoted by N):

XNFUN = BXN+H-UN T 22XN+i—2/N T AUN i T BUN i T 70N LN )
ON 4i/N =AON 1N T HON 12N

under = = i=123 D —ig—N+ N where ¢ are residuals
AN/N = XN XN-/N TAN-p ! =588 ONYN = ; ET

The calculated benchmarks displacements according to the designed forecast model of the landslide
process by Eq. (3) can be subsequently compared with the benchmark displacement results according
to the same model for a combined process in the form of temporal approximate standard and
autocorrelation function with zero expectation with Eq. (1).

3 CONCLUSION

As a result of the research done, the methodology of a landslide process separation was developed in
the form of two components, related to blasting works and earth disposal from the quarries was proved
analytically. The technique of the transition to a centered normally distributed process of the landslide
vertical displacements with zero expectation has been accomplished. It’s important to note that this
process was free from the influence of blasting and earth disposal operations. There also took place the
procedure of a kinematic modeling of a combined sliding process. On the basis of the proposed
parametric identification it’s suggested to present the landslide process in the form of a dynamic
second-order model that describes the scalar displacement process in a recurrent form, under the
influence of two main factors. Then the results of the calculations according to different mathematical
models were compared.
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Geodetic Monitoring of Contemporary Deformation
Conditions of Near Surface Structures of South Siberia
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Abstract
The article focuses on the problems concerning geodetic monitoring of geodynamic processes in
seismic active zones in South Siberia.

Keywords
Contemporary vertical movements of the earth's surface (CVMES), geodynamics, the CVMES
velocity gradients, the earth's surface deformation.

1 INTRODUCTION

Nowadays the human society faces the problem — to define that possible degree of interfering into
natural processes, that would make it possible, without interrupting technical progress, to avoid natural
disasters, or, at least, to soften the danger. In order to solve this problem it's necessary to define
diagnostic factors that will accurately and fully reveal the regularities of contemporary geologic
processes evolution being influenced by technogenic effect. Such factors can be considered as
contemporary deformations of earth's surface that are defined through the repeated precise geodetic
measurements data.

In the 2-nd half of 20-th century there started the research of laws of spatio-temporal dynamics of the
earth's surface parts deforming in West Siberia, and at the turn of 80-ties there took place the intensive
geologic-geophysical exploration and obtained considerable amount of precise and high-precise
relevelling data. One of the perspective scientific areas, aiming at solving ecological problems and
improving exploration effectiveness is connected with geodynamic research.

On the first stage of geodynamic research special attention is paid to phenological (descriptive)
geodynamics, aiming at geodetic, geological and geophysical data systematization, at complex
geodynamic interpretation within the bounds of static (structural) and kinematic cartographic models.
Scientific prerequisites for systematic research (monitoring) of contemporary earth's surface
deformation to reveal mega-structural elements' peculiarities, are as follows:

1. the size and the direction of earth's surface deformation are expectedly determined not only by
contemporary physic-chemical processes in deep earth's zones and upper mantle, but also by
peculiarities of territorial geostructural elements distribution and their boundary zones, that
were being formed during all the geological period and are naturally reflected in geophysical
fields;

2. since the local structures distribution in sedimentation mass and regional pinchout zones and
stratigraphic unconformity of sedimentary rock are controlled by regional blocks, boundary
zones between them and innerblocking boundaries, reflected in contemporary earth's surface
deformation, then the latter can be used to explore the hydrocarbons deposits location.
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As a result of the above we can define the following aims of research for the nearest future:

1. to determine recent kinematic parameters of the region under investigation, that will allow to
investigate local peculiarities of the deformation processes and to find out their interrelations
with geological structure, to compile maps and charts that characterize a detailed dynamics of
mega-structure under investigation;

2. to determine the territories of maximum earth's surface deformation by means of complex
analysis of geodetic and geologic-geophysical data.

The principal research method is the correlation-regression analysis of precise relevelling data and
geologic-geophysical data received from the territories of South Siberia, including southern parts of
Western Siberian Plate (WSP) and Siberian Platform (SP), their joint zone (Yenisei Mountain Range),
Altai-Sayans area (Asa) and Baikal Rift zone (BRz).

2 THEORETICAL BASIS AND EXPERIMENTAL BACKGROUND

The investigations in the West Siberia region were started in the 80-ties and first results were
published in [1]. On the first stage there prevailed geotectonic aspect of studying contemporary
tectonic activity in Siberia, which is the basis on “structural analysis” of repeated levelling data. The
main idea of the analysis is: the complex spatio-temporal evolution process of lithosphere led to its
significant differentiation from equally distributed geostructural elements of different kinds and
categories from lithosphere plates, platforms of different ages, geosinclines, domes, troughs, fore and
intermountain downwarpings to local structures. Because of various physical properties of rock and
deep-zone substances, and also rock elements bedding, the mentioned non-homogeneities of
geophysical environment, on the one hand, are naturally reflected in stationary geophysical fields, and
on the other hand, predetermine the nature and peculiarities of spatial distribution of current crustal
movements KOLMOGOROV & KOLMOGOROVA (1990).

The general idea about the nature and value of recent vertical movements of massive southern parts of
Siberia is shown by graghs of day-time levels and datum points changing heights, obtained by means
of first relevelling unadjusted data along the Kinel — Kuibyshev — Novosibirsk — Chita line during a
25-year period (Figure 1). The giant West Siberian trough is characterized as a vast territory of
contemporary downwarping with a velocity of 6-12 mm per year. The sizes of anomalies of
contemporary vertical earth's surface movements (CVMES) vary from 3 000 km (the first order
structures) to 500 — 1000 km (the second order structures). Along the whole profile length the heights
curve repeats in general the earth's surface. But nevertheless the recent and newest movements differ
not only in velocities values and territorial boundaries of up- and downwarpings, but in amplitudes
coincidence for all class structures, except faults.
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Figure 1: Line of repeated levelling Kinnel — Chita
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H —high point of earth's surface, m; 4H — heights changes, mm; ds — mean elevation difference,
obtained with direct and reciprocal levelling, mm.

Thus, the analysis of unadjusted CVMES velocities along the profile definitely allows to divide recent
movements into the regional (primary, directly connected with deep processes) and the local ones,
which are elastic-tough resistance of rocks with different physical properties to complex strained
conditions being caused by primary crustal movements, e.g. in fault zones. The tectonic-physical
interpretation of abnormal movements change directly above the faults and the investigation of their
formation and evaluation of their distribution prove the fact, that quick strained affect near the fault
boundaries can be the consequence of crustal fault development. In accordance with the above, the
principle of defining activated faults zones by CVMEC data is based upon the fact, that on these
surfaces the concentration of abnormal values of movements velocities, their horizontal gradients,
curvature changes of the surface etc. are fixed in narrow zones near the faults.

The CVMEC investigation on vast territories aiming at revealing long-period component of these
movements and their regional features appearing in contemporary up-and-downwarpings and the
transition zones is carried out by means of recent movement models mapping (Figure 2)
KOLMOGOROV (1997).

The process of modeling CVESM includes:

1. Definition and evaluation of current movements through repeated levelling data;

2. CVESM velocity filtration by means of quadratic filter in order to eliminate measurement errors
caused by random disturbances and high-mobility fault zones;

3. Detection and description of empirical correlation between the nature of CVESM velocities
values and geologic-geophysical parameters.

4. Interpretation of CVESM velocities and their mapping.

Interpolating of CVESM velocities and their isobases mapping on territories, covered with random
network of repeated levelling, is carried out on the method, based on using correlation relationships
between CVESM velocities and geologic-geophysical earth's crust parameters KOLMOGOROV &
KOLMOGOROVA (2000). The most effective method of CVESM velocities forecast is the so-called
analogy method when standard area values reveal the correlation between the process under
investigation and some value, measured on standard and prognostic areas, and the parameters values
of the process under investigation are predicted according to the particular type of the relationship.

Assuming the CVESM velocities scalar field, drawn on map, for regular surface, and using differential
geometry formulas through fundamental Gaussian values, they define its inclinations and curvatures,
the axes vectors of maximal inclinations and curvatures, that are interpreted as the related components
of earth's surface deformations.

The material concerning the current crust movement, accumulated so far, allowed to do the research
into correlation links of different crust parameters in 2D space and, using methods of correlation
cartography, it is possible to make a set of maps, showing the correlation between CVESM, earth's
surface elevations, crust thickness and other geologic-geophysical parameters. For this purpose they
use wide variety of ways of correlation-regression analysis that allows designing cartographic
correlation models (KOLMOGOROV & KOLMOGOROVA (1990), KOLMOGOROV &
KOLMOGOROVA (2000), KONTOROVICH & SURKOV (2000), KOLMOGOROV &
KOLMOGOROVA (2002), KOLMOGOROV (2013)).
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Figure 2: Map of current earth’s surface vertical movements of West Siberia (according to geodetic data.
1-leveling datum and CVMES velocities, mm/year; 2 — isobases and values of velocities, mm/year; 3 -
hypothetic isobases, mm/year; 4 — zones of elevated horizontal gradients of PVMES velocities, year .
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Figure 3: Map of recent kinematics of the earth’s surface in West Siberia. 1 — absolute velocities of recent
up- and downwarpings, mm/year; 2 — absolute dome rises: 1 — Kaimus, 2 — Uvat-Khanty-Mansi/ 3 -
Nadym, 16 — Angara-Kan; 3 — relative rises: 4 — Nizhnevartovsk, 5 — Taz, 6 — Turuckan, 7 — Bellyk, 8 —
Kugigino, 9 — East-Uralian, 14 — Semipalatinsk monocline, 15 — Pavlodar; 4 —structures of intense
downwarping: 10 — Kulunda-Kuznetsk, 11 — Ust™-Yenisei, 12 — Upper-Chulym, 13 — Kas-Yenisei; 5 — faults
recognized by geological-geophysical methods (a) and expressed in current deformations of the earth’s
surface (b); 6 — graben-rifts: | — Koltogory-Urengoi, Il — Khudosei, 111 — Khuduttei, IV — Agan, V — Ust-
Tym, VI — Chuzik. Types of the earth’s surface deformations in zones of active faults: 7 — regional
inclination (a-deformation); 8 — predominant step-like S-deformation (normal and apthrust faults); 9 —
predominant bending deformation with positive curvature. Encircled digits stand for fault numbers.
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3 AUTOMATED INFORMATION SYSTEM OF SEISMIC ACTIVITY
MONITORING IN THE MOST DANGEROUS PARTS OF SIBERIA

The main aim of seismic activity monitoring is to recognize and investigate earthquake forerunners.
Such forerunners can be any abnormal geodynamic spatio-temporal phenomena, occurring before or
during the earthquakes. The nature of such phenomena is complex and various, thus, for their
registration and detailed investigation complex approach is required. The basic methods of this
approach are the repeated geodetic and the geophysical monitoring methods. The latter can be referred
to the observation with laser strain-metrical complex of the Institute of Laser Physics SB RAS
(BAGAEV, ORLOV, RYBUSHKIN, SEMIBALAMUT & FOMIN, BAGAEV, ORLOV &
PYATIGORETS (2006)).

The main advantage of the observation with this complex, as well as by the other geophysical
(dipmetering, strain-metrical, hydrostatic, gravimetrical, by laser strain meter, etc.) methods is
continuity in time. The main disadvantages of all these methods are:

a) very small base, which, compared with investigated regions, is just a point;

b) the necessity of providing very strict observation conditions, avoiding any impact (at first
temperature variations and air humidity, atmosphere pressure) on measurement results, which
requires significant expenses for special station equipment (in mines, basements of big buildings
or construction of special laboratories).

Repeated geodetic measurements are a discrete method, and that is its disadvantage. However, the
opportunity to carry out exact measurements in optimal repetition periods on vast territories
possessing different morphostructural and tectonic conditions makes this method irreplaceable not
only in investigating geodynamic conditions of region, but also in monitoring in epicenter zones for
creating scientific prerequisites of earthquakes forecast.

At the end of the last century, in 80-ties about 50 geodynamic polygons of different kinds were set up
in the Soviet Union. On prognostic polygons in seismic danger zones they built so-called “sites for
deformation observations” (with measured lines of 2 — 5 km long) with geodetic constructions
(quadrangles, chains of triangles and other shapes), on which they carried out highly-precise angular
and linear measurements and levellings according to first-class high-precision program (average
occasional error is less than 0,5 mm for 1 km of double way). The changes of measured geodetic
elements were used to calculate for these shapes horizontal (dilatation and heave) and vertical
(inclination changes and curvature) components of crustal deformation, that can appear as a scientific
prerequisites to make earthquakes forecast, i.e., to define location, time and intensity of earthquake.

To control dynamic crustal processes it is proposed to create on regional polygon at least 2-3 “sites for
deformation observations” with the area of 20-25 sg. km with the observatory in the center, where it is
necessary to organize the following research activities:

e continuous temporal observations for varieties of geophysical fields (gravitation, magnetic,
thermal, etc.), for time changes of plumb bob and inclinations of the earth's surface (tiltmeter),
changes of short basis lengths (by laser strain meter), changes of elevation between fixed in
certain order levelling bench marks (continuous measurements of the recent parameters can be
carried out by means of hydrostatic levelling);

o discrete measurements of geodetic elements (horizontal and vertical angles, azimuths, line
length and levelling elevations) on the points of “a site for deformation observations™, built on
fault, by changes of which for the ground center it is possible to calculate the components of
horizontal (dilatation and heave) and vertical (horizontal and vertical gradients of the earth's
surface points vertical movements, earth's surface curvature changes) earth's surface
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deformations, and also for the whole ground such characteristic as divergence (the information
about inhomogeneous density of upper crustal layers) and rotor (the rotations of the ground or
its separate parts);

e construction of “geodetic crossings” (geodetic vertical and horisontal network, levelling lines,
alignment survey crossing disrupted structure) on the faults, located on “the ground”;

¢ synchronously with geodetic measurements on the points of the “site for deformation
observations” should be carried out the discrete precise geophysical measurements of the
abnormal gravitational and magnetic varieties.

e revealed on the “sites for deformation observations” temporal changes of certain geodynamic
parameters (lengths, directions, geophysical fields anomalies, etc.) can be used as temporal
corrections in the results of discrete regional geodetic (earth-based as well as satellite-based)
and geophysical measurements.

The final research result of correlations, obtained with geodetic methods, of geokinematic paramerters
with the geophysical ones should be the model of temporal change of crust strained-deformating
condition on the site under investigation.

4 BASIC STAGES OF SOLVING GEODYNAMIC PROBLEMS

The investigations of subsurface structures deformation conditions in South Siberia are supposed to be
carried out in 3 stages (KOLMOGOROV & KOLMOGOROVA (1990), KOLMOGOROV &
KOLMOGOROVA (2000), KONTOROVICH & SURKOV (2000), KOLMOGOROV &
KOLMOGOROVA (2002), KOLMOGOROV (2013)):

1. Data collection concerning CVESM in South Siberia during recent years (information about
repeated precise and highly-precise levelling, conducted after a period of 1985-1986, their
guality assessment);

2. Improvement of a comprehensive analysis of geodetic and geological-geophysical data, and
their relations and correlations reveal, improvement of active faults zones revealing methods
according to repeated levelling data, compilation of active faults charts of West Siberia, Yenisei
Mountain Range, Altai-Sayan area;

3. Creating deformation models of the mentioned above mega-structures on their contemporary
development stage and their tectonic-physical interpretation.

The main results are presented in the form of atlas that contains:

e the map set of kinematic parameters of earth's surface (CVESM velocities, curvature and
inclinations changes) and active (on contemporary stage of their development) faults on West
Siberia Plate, Yenisei Mountain Range, Altai-Sayan area;

e cartographic correlation models (2D) of the intensive geodynamic activity zones.
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5 CONCLUSION

Practical application of the results, obtained during the investigation, is aimed at solving important
problems, connected with formation of contemporary geomorphological image of investigated regions
and localizations of geodynamic activity zones, which, as a rule, imply earthquake zones, iron and
non-iron deposits, and also industrial objects, infrastructure etc. Short-periodic cycles of the earth's
surface deformation development in fault zones can be used for creating scientific prerequisites for
evaluation of strain-deformation conditions of upper crustal layers, the territories, covered with dense
communication network, industrial and civil objects.

The monitoring results can be used for the following purposes:

e the impact of earth's surface kinematics on the geodetic stability by means of input necessary
temporal corrections in coordinates;

e geodynamic zonation and compilation of correlation cartographic models;

o revealing of hydrocarbon deposits in geodynamically-active areas;

o forecasting of a deformation process in upper crustal layers according to geodynamic
monitoring data, to take preventing measures to eliminate or to soften contemporary earth's
surface deformations negative impact on industrial and civil objects;

o the research results can be used in educational process as an illustration in laboratory-practical
classes, and also in writing projects works and master's thesis;

¢ the monitoring results can be edited as scientific publications and scientific-technical reports
on related stages.
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1 EXTENDED ABSTRACT

Unmanned Aerial Vehicles (UAV) equipped with a camera offer the possibility to map distinct regions
with a high flexibility and in short time compared to classical aerial photogrammetry. With a ground
sampling distance at a level of a few centimetres they can be used for various tasks such as producing
3D point clouds, digital elevation models (DEM) and orthoimages (Remondino et. al., 2011; Haala
et. al., 2013). The results can be used for inspection of industrial facilities, mapping of archaeological
or agricultural sites, disaster site monitoring and mapping, etc. With the possibility to operate at small
flying heights and with different viewing angles UAVs thus close the gap between terrestrial and
classical aerial photogrammetry.

In this paper we present results of a project from the area of monitoring a building zone. Using UAV
for that purpose offers the possibility to detect changes in geometry and surface material with a high
frequency. In the project we used a Microdrones md4-200 micro-UAV vertical take-off and landing
(VTOL) quadrocopter equipped with low-cost GPS and IMU. It has a maximum payload of 200g,
hence we are highly limited in possible imaging devices. In our experiments we use two different
setups: a Canon 1XUS 100IS and a slightly heavier but more powerful PowerShot S110 that both were
mounted looking downwards. An automatic capturing is achieved using the Canon Hack Development
Kit (CHDK) in which a script mode enables capturing based on a predefined time interval. We
acquired three different datasets of the building zone. For the processing of that data we compare three
different software packages — commercial and non-commercial — that deliver the aforementioned
products. To be able to compare the products of different epochs we use ground control points (GCP)
measured by real time kinematic GPS.

The area of interest for the monitoring is the “zero:e-park” in Hanover, Germany, at present Europe’s
largest zero-emission building zone. We acquired data in three epochs of an area of approximately
300x400m? over a period of four months with a flying height of 60m giving 3-5cm ground resolution
with the different cameras. We then analysed the differences of the resulting DEMs for geometric
changes from one epoch to the next and visualised the corresponding orthophotos to check the results.
Each flight was based on the same predefined path of waypoints in automatic flight mode.

Because of the ongoing construction work we were not able to use manually marked targets for
georeferencing. Instead we used the centre of man hole covers as GCPs. The accuracy of the
processing chain was checked using independent check points. Comparable discrepancies in GCP and
check points reveal realistic results. The different camera setups where compared too.

To analyse also the repeatability of our work we investigated the parameters describing stable planes,
which we derived from the 3D point cloud (e. g. car parks and solar panels): we looked at the normal
vectors, the distance between the planes and the flatness at different epochs.

The software packages we compared were the commercial products PhotoScan Professional by
Agisoft and Pix4DMapper by Pix4D, and the open-source programme package MicMac by IGN Paris
DESEILLIGNY & CLERY (2011). Input of each software package are the images of one epoch and
precisely known GCP coordinates. The image coordinates of the GCPs and check points are measured
manually in an assisted mode using PhotoScan. We use the same imagery and the same image
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coordinates of the GCPs and check points in every software package to analyse the results based on
comparable conditions. The GPS positions of the images are used only as initial values in bundle
adjustment and to accelerate the matching and orientation process.

The comparison of the three software packages is done just for one of the epochs. In theory, we
therefore expect to obtain identical results for the three packages. The orientation results are compared
using remaining discrepancies in the GCP and check point coordinates. To examine the geometric
quality of the 3D point clouds we investigate selected planes. The flatness highly depends on the
matching algorithm, more precisely on the weighting between the data term and some smoothness
constraint. Finally, orthoimages are compared visually and by investigating the positions of the GCPs.

Preliminary results show that detailed changes in height between epochs are obtained (Figure 1).
Green depicts areas where the height increased whereas dark red means that it decreased. For example
one can see where scaffoldings around buildings where dismantled (linear red lines around buildings),
where parts of buildings where constructed and where ground was moved. This can be verified by
consulting the corresponding orthoimages. Figure 2 shows an example of the details that can be seen
in the images. In fact, these two examples show the ability for precise computations of volumetric
changes that are of high value in many different fields.

| . |
-10m 10m

- | oy

Figure 1: Difference of DEMs between two epochs
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Figure 2: Detail of the difference of DEMs between two epochs and a correspondlng orth0|mage
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Abstract

The evolution of the laser scanning technology during the last decade offers a new possibility for
surveying of large areas. In particular during the last two years the scanning technology becomes a
part of the infrastructure monitoring. The benefit of using such technology is the closeness to the
continuous methods used in the structural engineering as example the Method of Finite elements. The
classical geodetic method using TPS leveling and GNSS are giving just a limit description how the
deformation processes are going on. The monitored points are sparse and do not give full description
of the movement processes in the closest network. It means the classical deformation networks
analysis are just a generalization of the impact caused by the deformation.

Keywords
Infrastructure monitoring, Laser scanning technology

1 LASER SCANNING TECHNOLOGY

Within the last few years an interest of exploiting the laser scanning data for deformation
measurements and monitoring purposes rises up. In this paper are presented two different approaches
for monitoring and investigation of structural engineering objects. The data analysis is result of special
created mathematical model based on the Finite elements theory and the strain stress analysis.

1.1 Terrestrial laser scanning (TLS) for the purposes of deformation

monitoring

Monitoring of the behavior of infrastructure objects has always been of high priority for the structural
engineering. The needs or precise modeling and detailed geometrical characterization of the object
could not be covered of the traditional surveying methods which require the usage a huge number of
points for describing the objects surface. The density of such benchmarks is low and does not fulfill
the need of representation the deformations for the entire area of interest. The development of the laser
scanning technology introduces a new way for deformations monitoring. The high scanning speed,
dense measurement of huge amount of points and high accuracy gives advantage of the TLS in
comparison with other technologies used for structural monitoring. Compared with the technologies
using single point monitoring approaches where the deformations detection is limed to specific
benchmarks, the TLS provides high data redundancy. Combined with proper software products this
technique offers the possibility for high accurate surface modeling and displacement detection in the
millimeter area. As the TLS is a remote sensing measurement technology the impact over observed
points and network is minimized.

A new approach for deformation measurement and a-posteriori analysis is developed. The
measurement technique comprises in itself all advantages of the TLS, GNSS, geotechnical and meteo-
sensors. Using the combination of scanning technology with prisms gives the possibility for wide area
coverage, detailed surface monitoring and accuracy control. The solution is based on the combination
between high density point cloud and accurate mathematical model for surface modeling and
displacements detection.
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Figure 1.1: Scanned area of interest (© Leica)

The developed n.Vec Technology brings all processes from point cloud processing to deformation
detection and documentation into one synchronized system. The single scans from the reference epoch
are filtered for non-surface scans features (ghosts) and are merged together to create a common null
scan with the highest possible accuracy. Each single point coordinate in the merged cloud is corrected
to the optimal adjusted position. The advantage of this process is a mathematic description of the
scanned surface. Based on the mathematical model the point cloud of the scanned area can be
separated into different parts which best fit and describe the body form.

The n.Vec Technology uses normal vectors to determine movements in man-made and natural
structure objects. For each point is calculated the normal vector and the shortest distance to the closest
part of the null scan. Through comparison of the normal vectors from the current epoch to the
reference are determined the deformations and their direction, and the volume changes of the observed
object. The so calculated movements are documented and as color-coded deformation maps.
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Figure 1.2: Color-coded deformation map (© Leica)
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Figure 1.3: Calculated normal vectors in deformation direction (© Leica)

1.3 Mobile Laser Scanning (MLYS)

The development of Mobile Laser Scanning with terrestrial and water-based vehicles in various
engineering fields such as measurements of highways, streets, railways, cities areas, coastal areas and
ports has a rapid progress in the last years.

As a response of the growing interest to the MLS technology and its application for engineering
purposes a new approach of mobile scanning system with a-posteriori data adjustment is developed.
The goal of the performed set of scanning projects was to be proved the usage and the accuracy of the
MLS systems for the needs of the engineer surveying in the area of deformation analysis and the land
administrations for monitoring and documenting the as-built street network.

1.3.1 The system

The system consists of fully integrated laser scanner in combination with GNSS, IMU sensors and
DMI (Distance Measuring Indicator) aiming to determine precisely the position of the vehicle. Using
the combination of the laser range, scan angle, position of the scanner, orientation of the platform from
GNSS and IMU data, and recorded from the DMI data, for each scanned point are calculated the
georeferenced coordinates even in the places with low or no GNSS signal. Considering the accuracy
requirements and point cloud density diverse system configurations of laser scanner and INS, driving
speed and rate of data acquisition are used. The so modified system gives possibility for the user for
collecting big amount of high accurate data for short period of time.The data acquisition and
processing are done in continuous way which minimizes the error factors.

1.2.2 Accomplished Projects

Dependent on the scanned area and conditions were performed measurements with different system
configuration. Processing of the raw data, calculation of the georefernecd coordinates for each scanned
point and ghost removing procedures were performed. The end result is a high density point cloud
which can be used for detection of displacements in the structure of the object and of surface
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deformations. The created workflow ensures high accurate transition from the raw measurement data
to 3D point clouds into desired coordinate system. The usage of special developed functions based on
the finite element method and strain-stress analysis enables quick and accurate data adjustment and a-
posteriori deformation analysis. The applied for the scanned area mathematical algorithms give the
possibility for detection of deformations in the street surface less than 3 mm relative to the datum
surfaces.

Figuré >2.1: Coldr-coded deformation point cloud as result from the comparison
between the current and the null epoch of measurement (© technet-rail 2010)

BAB45 Dortmund Westseite-Standspur

UTM-Northing [m]

0,000

5115411
;5

55
59

5714
5714
/64 363 |

-0,002

571‘36?:
571=371:
571=375i
571=379:
571‘383:
571qeE7 |
571=391:
571=395i
571=399:
571*403:
%407
5713415
5714419

0,004

0,006

= Deformation [m]

AN

0,008

//
N

[m]

Deformation Tag 7 zur Nullmessung

0,010
0,012 \ /
0,014 \ | /
0016 [ Vortriebsachse]

Figure:2.2: Diagram representing the deformation of the surface w.r.t the null epoch
(© technet-rail 2010)

2 THEFINITE ELEMENTS METHOD

The finite elements method is a powerful and versatile analysis tool. It is used for solving problems
with loadings, complicated surfaces, to obtain solution for the boundary values problem.

The used finite element method is the Ritz-Galerkin method which is using special subspaces of trial
functions. The main feature of these subspaces is that the basis functions vanish over all but a fixed
number of elements into which the given domain is divided. The triangular elements are the elements
most often used by engineers when solving boundary value problems in two variables. The reason is
obviously that it is easy to approximate an arbitrary boundary by a polygon and to triangulate the
polygonal domain. If a piecewise linear functions are used as trial functions, the approximation of the
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boundary by a polygon is a natural one. If are used functions which are piecewise polynomials of a
higher degree, it cannot be expected to retain the same accuracy along the curved part of the original
boundary as inside the domain or along the polygonal part of the boundary. Numerical evidence is
given in ‘The finite element method in domains with curved boundaries, Internat. J. Numer. Met.
Engrg.” And at the same time the curved elements are proposed as more suitable for use along the
curved part of the boundary (ZLAMAL M (1973)).

2.1 Application of the Finite elements method and the stain stress
analysis

The laser scanning technique acquires dense 3D data point over an area of interest. The scanned object
in his structure consists of big amount of points which allows the implementing of mathematical
methods (Finite elements method) for surface modeling and studying the objects behavior. For
investigation the deformations of large areas is used the Lagrange polynomial description which uses a
mesh of elements representing some fixed reference state for strain MCMEEKING & RICE
(1975).The modeled domain it is divided into a system of smaller bodies (elements) connected with
two or more common points (nodes) or boundary lines into an intern network. Connecting the
elements together, the filed becomes a polynomial interpolated into the entire structure. There are four
stiffness terms: small strain stiffness, initial load stiffness, initial strain stiffness, and initial stress
stiffness. In the analysis, all of these must be calculated for each increment of deformation. The
increment of deformation must be small in any case to ensure that the constitutive rate moduli do not
change significantly from one increment to the next MCMEEKING & RICE (1975).

3 CONCLUSIONS

The TLS and MLS techniques methods provide fast, high accurate and complete scanning of
infrastructure objects (dam walls, bridges, railways, highways, street network). The data acquisition
and processing are done in a continuous way which negligees the impact of operator errors. The
software data processing ensures high quality, reliability and accuracy of the adjusted measurements.
The end products are base for performing of real time deformation analysis and monitoring of
structure objects. The results of the performed projects proved the fully integration of TLS and MLS
technology with the a-posteriori software data processing and adjustment as a unprecedented method
for monitoring of infrastructure objects.
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Abstract

Highlights of laser scanning data applications for roadbed crack identification are considered. The
analysis of image classification results taken from a mobile laser scanning system is carried out. The
technique of automated crack identification from laser scanning data and the use of TerraSolid and
IDIMA software are presented.
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1 INTRODUCTION

One of the most important tasks in road facilities is automatic identification of defects in the roadbed.
Roadbed defects are appeared eventually under the influence of various factors. The most common
defects are cracks. If cracks are not repaired, it leads to the road havoc. Therefore, all places where the
cracks appear should be revealed in time and repaired.

Today the roadbed crack identification is solved by field reconnaissance of roads. This method is
highly labour-consuming, takes a lot of time and does not enough accurate. Mobile laser scanning
allows reducing the volume of field works, increasing the speed and the accuracy of crack
identification DEGOVCOV (2012).

Mobile laser scanning is one of advanced method of surveying. It is widely used in town planning,
architecture, electric power industry, road facilities, oil and gas industry. Mobile laser scanning data
can be used for creation of topographic maps, 3D models, cross and longitudinal, and road
certification ZAMPA & CONFORTI (2009), SEREDOVICH & ALTYNTEV (2013).

2 THE TECHIQUE

All roadbed defects are well identified by mobile laser scanning data. This is achieved by
simultaneous analysis of laser points in display mode by the reflected signal intensity and images
taken by digital cameras equipped with a mobile laser scanning system. Medium and large cracks are
well identified by the laser point intensity, whereas the smallest ones by images. To increase the rate
of crack identification by images it is recommended to apply existing algorithms and develop new
automated image classification ones. Having the data of interior and exterior orientation of images,
crack coordinates of classified pixels can be determined in world coordinate system. Point clouds are
obtained in the same coordinate system. The elements of interior and exterior orientation of images are
calculated during calibration of mobile laser scanning system.

The results of Novosibirsk area surveying carried out in August 2012 were used for the development
of automated crack identification technique. The surveying was carried out by Lynx Mobile Mapper
M1 system. IDIMA and TerraSolid software was used for investigations
(http://jena.ru/catalog/laser_scaning_systems/lynx (2014)).

IDIMA software contains a toolbox for automated image classification. The nonadaptive image
classification algorithm is implemented in this software. Classification is carried out on the basis of
object self-organization of any image into robust homogeneities which are correleted with each other
in a consistent structure (CS-strucrure) OSTROVSKY, RUMYANTSEV & FADEEYV (2012).
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To extract certain groups of objects in IDIMA software using images taken from digital cameras
equipped with the mobile laser scanning system, it is necessary to create a training sample using area
masking. For creating a training sample several pixels of any determined object should be selected. In
our case these pixels relate to cracks. Masks delete from processing certain image areas. What is
concerned crack identification, all areas not relating to a roadbed should be masked. Otherwise, the
result of classification will be unsatisfactory. For example, pixels relating to cars, trees and other
objects can be selected. The CS-structure created by the masked image differs from that created by the
image without masked areas. It is connected with simultaneous analysis of the whole image while
creating CS-structure. The less variety set of objects for analyzing image area the more detailed CS-
structure will be created for an image with similar brightness characteristics for the set of object.

IDIMA software for initial image creates several various structures, allows applying them for
classification and to choose certain set of structures. One of initial images used for crack identification
and an image with a superimposed mask is shown in Figure 1. An example of several structures
constructed by this image is shown in Figure 2.

Figure 1: The initial image
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‘:I'.:igufe'zrzw Structures created by the initial image
Figure 2 shows that varying structures extract image detailes by differently ways. Using these
structures a training sample was created and classification process had been implemented. The result
of crack identification in software IDIMA is shown in Figure 3a.

The reliability of image classification depends on a quality of created training sample, masking results,
characteristics of extracted objects, quantity of shadows. Cracks can be not recognized if they are in a
shadow area. The less area a crack occupies the more complicated to recognize it automatically, the
more incorrectly classified pixels are on the resulting image, and the more a noise.

Practically all crack areas have been completely recognized on the classified image but there are still
some other pixel groups recognized as cracks.

The crack coordinates in the world coordinate system can be determined by TerraSolid software tool
used for painting laser points according to colors taken from images. The matter of this technique is
that initial images in TerraSolid project work directory are replaced by images with recognized cracks.
The laser points matching by cracks were painted in red color as in images (Figure 3b). Painted laser
points can be separately saved.
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a) b)
Figure 3: Crack identification result: a) in images, b) painted laser points

3 CONCLUSION

Thus, the technique of automated roadbed defect recognition can be schematically presented as shown
in Figure 4.

Loading of an image in IDIMA software

W
Area masking

v
Automatic creation of CS-structures
\/
Creation of a training sample for recognition

vV
Automatic image classification

]

Replacement of initial image with defects by classified ones in
TerraSolid project work directory

\

Painting laser points taken from images in colors

WV
Saving laser points of defects and their coordinates

Figure 4: The technique for automated recognition of roadbed defects using laser scanning data

Main disadvantages of the technique are as follows: the necessity to process each image individually,
online mask and a training sample creation. For the development of fully automatic technique for
roadbed defect recognition additional investigations are necessary for CS-structures namely to
determine the impact of various external factors on pixel brightness in CS-structures obtained from
images with cracks. If there is a need to determine any dependence between defect brightness in CS-
structure, time and image acquisition conditions, and size of defects, it is necessary to develop a new
software or to improve the existing one for defect recognition providing the opportunity of applying
the pixel brightness average value relating to the certain object class, that is relating to the fixed
training sample. Also batch mode of image processing should be included in that software.
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Abstract

The main points and first options for the analysis of measurements in terms of time are pointed out in
the article. First, the measurements must be pre-processed, so that any trend contained is removed and
the values of the measurement series are present in equidistant intervals. Then the actual time series
analysis begins. In particular, the autocovariance and the autocorrelation function are used, which
enable to identify the underlying processes of a time series. For this some typical processes and
examples to interpret autocovariance and autocorrelation functions are shown. Furthermore, the cross-
covariance and cross-correlation functions are presented that help to compare two time series with
each other and the relationship (especially the temporal shift) between them. In order to eliminate any
influence of the periodic effects from the time series, the general scope of filters are introduced based
on a low-pass filter, which is calculated based on a moving average.

At the end a view on frequency analysis is presented, particularly in terms of ensuring the analysis in
the time domain.

Keywords
Time Series, autocovariance function, autocorrelation function, cross-covariance function, cross-
correlation function, filter

1 INTRODUCTION

In many areas of everyday life one comes into contact with time series - often data and their sequence
are presented in graphics in the news. To pick up a few examples of such series of observations, the
monthly unemployment figures or the almost continuously documented stock indexes can be
mentioned. In geodesy, especially in the field of deformation measurements, automated measurement
systems leads to time series HEUNECKE et. al. (2013). Because of the development of technology
and measurement sensors (odometer, total stations, GNSS-sensors, etc.) and its automation usually the
measured values are digital, with sampling rates up to several readings per second, which can be
evaluated computer-aided. In the context of construction monitoring time series and time series
analysing become one important method KUHLMANN et. al. (2013). Different objects, like dams,
buildings and bridges i.e. ROBERTS et al. (1999); ROBERTS et. al., (2004); HUDNUT et. al. (1998)
were monitored and analysed. Also online monitoring systems are developed, based on the
measurement of time series KALBER & JAGER (2001).

In general a series of observations respectively a time series x(t) can be characterized as a realization
of a stochastic process X(t). A stochastic process is a random process which is represented as a
sequence of random variables in dependence of time — the parameter t. x(t;}) describes an observed
value at the time t;. According to the mentioned measuring systems the observed value can be a length,
a coordinate, etc. In opposite to a deterministic process, which can be predicted completely, a
stochastic process isn’t exactly predictable and is non-reproducible at any point. In context of this
article discrete realisations of time series as well as continuous realisations of stochastic processes
should be named time series x(t) (DIN 18709-5, 2010).

In practice a time series is not considered as repeated observation of an invariant random variable, but
the time series represents a time variant random variable. Consequently, there is a time-ordered
sequence of observed values for each time point t; € T as realization of a stochastic process. In
practice, a discrete realization of a continuous stochastic process will be present, meaning T describes
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the set of integers (Z) (DIN 18709-5, 2010). Furthermore, the total number of measured values will be
finite and can be specified by the parameter n (with n € N).

This is also the context for the measurement period T = n - At, with the sampling rate At as the time
difference of two (measuring) points of time t; (withi = 1 ...n).

In this paper, the discrete case is considered essentially and therefore, the corresponding empirical
functions are given in the following.

2 PREPARING THE DATA

To evaluate a time series, at least the deterministic trend and the usually stochastic time series are to
be separated. Since the time series must be equidistant to apply the algorithms of time series analysis,
the time series must be examined for gaps in the data and these are then filled with interpolated values.

21 Trend

The mentioned deterministic parts that can be contained in a time series are usually called trend. This
is modelled in a time series analysis and, if present, is removed by the time series (Figure 1). The trend
can be modelled using smooth mathematical functions, in the simplest case a straight line, or at
periodic trends with the help of suitable sine functions CHATFIELD (2004). If the trend from a time
series is completely eliminated, then this is the stationarity of expected value, i.e. the expectation
values of all observed values are identical CHATFIELD (2004).

Legend: 1 Trend
2 Time5eries

Figure 1: Time series and trend DIN 18709-5 (2010)

2.2  Stationarity and Ergodicity

In connection with the mentioned stationarity of the expected value, the stationarity criteria and
ergodicity are explained. Both properties are generally required in practice, if time series are
investigated.

The definition of stationarity includes that the prohability function, and thus the expected value of the
time series and the autocovariance function are independent of the time NEUNER & FOPPE (2009).
By the ergodicity property is described that the properties of the overall process are included in one
realization, and therefore can be derived from this HEUNECKE et. al. (2013)

2.3 Data Gaps

For generating the series of measurements usually a constant sampling rate is needed (equidistance),
wherein the sampling rate is the distance between two discrete measurements of the time series. In this
context, the so-called Nyquist frequency is important, which is derived from the given sampling rate.

The Nyquist frequency is the name given to the highest frequency that can be reconstructed on the
basis of the discrete series of measurements. As mentioned previously, the algorithms of time series
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analysis assume equidistant data series. However, data series in reality often contain data gaps.
Reasons for data gaps are malfunction or failure in the automatic data capture or eliminated outliers. In
order to eliminate data gaps, corresponding, similar or the existing measured values matching data
must be inserted NEUNER & FOPPE (2009). Before filling the gaps, first, a statistical evaluation of
the measurement series, usually depicted in a histogram, should be performed.

In Figure 2 as an example data gaps can be seen in a real series of measurements (measurement of
coordinates by a tachymeter: 1700 readings), which should be recorded at a sampling rate of one hour.
It is easily seen that in this case small gaps occur more frequent than large gaps - a typical
characteristic of automated measuring systems.

ef
ra
s
oo -

data gaps Ehrs]

Figure 2: Numbers and size of data gaps ZHOU (2012)

For filling, especially of small data gaps, there are different methods in use, of which some are
presented below RUNKLER (2010).

z(t;) is the calculated value replacing a value to fill a gap in the original series of measurements. i
(withi =1,2,...,n) is the index that marks the gap or the outliers in the original series of
measurements. The series of measurements including gaps and without outliers is denoted with y(t),
which is converted using the values z(t;) in the series of measurements x(t) for time series analysis.
In other words x(t) is the final time series without gaps and outliers — ready for the time series
analysis.

e Substitution of outliers by the maximum or minimum value:
Qutliers can be replaced by the still permitted minimum or maximum value of the valid data.

Where:
max{y(t)} for z(t;) larger,

min{y(t)} for z(t;) smaller, @)

2(t) = |

with max{y(t)} or min{y(t)} is called the maximum value or minimum value of the valid
data y(t), which takes the place of the missing or replaced value z(t;)

e Substitution of outliers or fill of gaps with the global mean:

Another possibility is to replace an outlier or to fill a gap by using the global mean value of
the measurements RUNKLER (2010):
2 y(®

z(ty) = : )

n
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For large gaps in the data more complex algorithms, given in the following, are called (Runkler,
2010):

e Linear interpolation:

Z(ti) — Y(ti—l);’}’(tHl). (3)
Values can be calculated for replacement by simple linear interpolation. Herein, y(t;_,) is the
last value before a gap in the original series of measurements and y(t;, ;) the next available
value in a series of measurements. A gap of more than one value is present in the original
series, the above formula for linear interpolation must be adjusted accordingly, to produce a
complete series of measurements of x(t) with equidistant measurements.

e Non-linear interpolation, for example by polynomial 3" Order (cubic):

Non-linear interpolation methods can be used alternatively, for example, higher order
polynomials or splines. In the simplest case, the quadratic interpolation can be used. If this
doesn’t lead to success, the cubic interpolation as described in equation (4) is used to calculate
the missing values:

z(t;) = ag + ast; + a,t? + ast. 4)

To calculate the coefficients of the cubic interpolation five observed values before and five
observed values after the gap are used to estimate the coefficients ay, a1, a5, a3 by the method
of least squares. If within these five observed values a data gap occur again, then this value
will be skipped and another value will be used for the calculation of the coefficients. About
the number of used observed values there is the condition that the number is sufficient to
estimate the coefficients successfully. For the determination of the four coefficients of the
cubic interpolation four observed values will be satisfying the needs. To calculate an over
determined solution and reconstruct as closely as possible the characteristic curve of the
measurement series, more values should be added, as previously stated.

With the well prepared data (stationary and without trend, no gaps) the actual time-series analysis can
start.

3 COVARIANCE AND CORRELATION

With the help of variance and covariance or the correlation coefficient dependencies between two
variables can be identified. The variance in this case indicates a measure of accuracy for a
measurement variable and the covariance is a measure of the linear dependence between two random
variables. Since the numerical value of the covariance allows no clear statement regarding the
stochastic dependence, a normalized quantity is calculated using the correlation coefficient, which is
independent of the numerical values of the covariance and variance measure. In time series analysis
dependencies have to be investigated. For this, the algorithms for variance, covariance and correlation
valid for individual random variables will be generalized accordingly to time series. The equations for
calculating the autocovariance are given here and in the following. The stationarity of the series of
measurements is assumed, in other words, the trend is already eliminated. As for a single value, the
variance can be calculated as follows for a discrete time series:

2
s? = ﬁZ}‘zl(xj — )‘() ,with X = mean value of the time series 5)

and n = total number of individual values of the time series. The discrete autocovariance function is
given by:
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Cae(0) = = =20 (x; — %) (xsx— %); k=01,..,m< /. (6)

The autocovariance function is calculated only up to k=m < n/10' since a sufficiently accurate

estimation for Cy,(k) is possible only up to this value (Heunecke et . al., 2013). m indicates the
number of values used to calculate the autocovariance. If one calculates the autocovariance function
for k = 0, i.e. calculating €(0), this leads again to the empirical variance s2. The autocovariance
function allows to describe and analyse the relationship between the measured values of one series of
measurements. k stands for the degree of shift in the time series. For k = 1 the temporal shift of the
sampling rate corresponds exactly to At. The autocovariance function expresses with k =1 the
connection between the neighbored values, with k > 1 the relationship between the values which are
further away. If the autocovariance function for k > 0 converges to zero slowly, a high trend of
conservation of the measurement series can be assumed, i.e. consecutive random variables change
very little NEUNER & FOPPE (2009).

In addition by calculating the correlation coefficient as a normalization of variances and associated
covariances, the so-called autocorrelation function is obtained as a normalization of the
autocovariance function:

D Cxx(k)
Rux) =2 o ™

By the normalization, the function values of R, (k) lie in the interval [—1,1]. The graphical
representation of the autocorrelation function, also referred as “correlogram”, shows the correlation
coefficients for different time differences k (so called “lag”). The graphic representation can already
lead to first interpretations of the properties and the leveling of the time series, for example, these can
be tested for stationarity. Assuming that the measurements are random, the autocorrelation function
for all time difference is close to zero. In real data this is however not always clearly detectable (see
Figure 3). In this example, yet different influences can be read, in particular, periodic influences on the
time series can be still assumed.
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Figure 3: Time series and related empirical autocorrelation function WANG (2012)

With the previously introduced functions, the relations between the measured values of a time series
can be investigated. With the cross-covariance and the cross-correlation function of two time series,
the dependencies between them can be analysed. An example of this is the determination of the cross-
covariance for a time series of observations of a total station (X, y, z coordinates), and a time series of
temperature observations.

As a result of such an analysis, for example, the information whether and when the change in the
temperature also causes a change in the observed coordinates. Generally, the closeness of two time
series as a function of their mutual (temporal) shift is determined with the cross-covariance function or
the cross-correlation function. The degree of match is defined by the correlation coefficient. The
empirical cross-covariance function is given by:
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Cay () = ==K (x; — %) (yjar — 7). )

Here x; describes a single value of the time series x(t) and y; describes a single value of the time
series y(t).
The requirement for the calculation of (fxy is that both time series with n equidistant measurements in

equal sample length At of the same sample rate T are available. The cross-correlation function is again
a normalization of the cross-covariance function:

Cxy (K)

Ryy(k) = —2——. (©)
v /CXX(O)'ny(O)

4 TYPICAL PROCESSES

After the demonstration of the algorithms for the analysis of time series, some typical processes and
their behaviour will now be shown in the time domain using the following graphics. Typical processes
are using the terms “white noise process”, “red noise process” (or Gauss-Markov-Process) and
“coloured noise process”. A white noise process is a process in which there is no correlation between
temporally adjacent values. All the covariances are zero, and thus the autocorrelation function for all
of the values is zero, except for k = 0. Here the function assumes the variance as function value
(Figure 4a)) HEUNECKE et. al. (2013). Formally, white noise processes are referred to as a stochastic
process, which at each point of time having an identical distribution and being stochastically
independent for the random variables for all the other points of time. In reality, usually red noise
processes occure (Gauss-Markov-Process) (Figure 4b)). Formally, it is defined as a stochastic process
for which the stochastic dependence decreases with increasing time interval between the values. This
is expressed in the appearance of autocorrelation function decreasing with increasing displacement and
striving towards zero.

C(k) C(k) C(k)

k K LN K

a) White noise process  b) Red noise process c¢) Coloured noise process

Figure 4: White, red and coloured noise processes HEUNECKE et. al. (2013)

A coloured noise process (Figure 4c)) is a Gauss-Markov-Process which is overlaid by periodic
influences. Formally, it is a stochastic process, in which the red noise process is superimposed by
periodical functions.

In the following some additional examples of empirical time series and their corresponding
autocorrelation functions are shown. The examples are taken from CHATFIELD (2004). First, a time
series can be seen with short-term correlation (Figure 5). This is characterized by two or three large
correlation values unequal to zero and the tendency of the other coefficients to zero.
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For the measurements related to the average, this means that one or two more measurements follow a
value with a positive sign, also exhibit a positive sign. The same concept is true for measured values
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Figure 5: Time series with short term correlation CHATFIELD (2004)

with a negative sign. Periodic effects are visible in the appearance of autocorrelation function by a
periodic function. If such periodic influences are identified as a trend that should be eliminated from
the time series, the successful elimination can also be tested graphically. In Figure 6 an autocorrelation
with periodic influences can be seen in the top view.
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Figure 6: Elimination of periodic influences CHATFIELD (2004)

After the elimination of these influences the result is shown in the lower of figure 6. The
autocorrelation function now fluctuates within a certain range around zero, where the range limit here
is +2/+/n. Values which are outside this range are significantly different from zero in accordance with
CHATFIELD (2004). The stationarity of a time series can be checked in the graphical representation.
Figure 7 shows an example for a non-stationary time series. The time series contains a trend. This is
also illustrated by the fact that even at high displacement rates (k-At) does not reach an
autocorrelation value of zero.
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Figure 7: Non-stationary time series CHATFIELD (2004)

5 BASIC FILTERING

One difficulty in the analysis of time series is the detection of a continuous process by discrete values.
Due to a limited sample rate high frequencies cannot be detected. Conversely, the elimination of
certain frequencies detected in time series may be a task of the time series analysis. This aim can be
achieved if, for example, a lowpass filter is applied on the time series. With this high frequencies are
eliminated. Conversely, highpass filters are used to remove low frequencies in the measurement series
and to focus on the study of high frequencies.

In general terms, the filter is always a function that transfers a time-dependent process x(t) into
another time-dependent process y(t), thereby changing the spectrum of the process. An example of a
lowpass filter is the calculation of a moving average (DIN 18709-5, 2010). In the discrete case applies
here:

y(®) = ——¥*Bx(t— k). (10)

2B+1 77

The variable 2B resp. the term 2B + 1 is referred as the filter length, and y(t) represents the filtered
time series x(t). A highpass filter may also be generated using a lowpass filter. Substracting, the
filtered time series y(t) from the original time series x(t), as rest, a time series z(t) with removed low
frequencies is calculated (DIN 18709-5, 2010). Besides the two mentioned filters, lowpass and
highpass filters, there are also combinations of these filters possible. These combinations then give a
bandpass filter (there are only certain frequencies passed through) or a band-stop filter (there are only
certain frequencies filtered out). These filters were generated in analogy to the construction of a
highpass filter. Effects of such filtering process are also visible in the representations of the
autocorrelation function.
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In Figure 8, a periodic process is shown. After filtering out the low frequencies of this process, the
image of the autocorrelation (Figure 9) is significantly changed. In addition to the reduced amplitude,
the frequency of the periodic process moves down to slightly higher frequencies. Using the
autocorrelation function, the influence and the result of filtering is therefore assessed and clearly
visible.
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Figure 8: Autocorrelation function including low frequencies WANG, (2012)
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Figure 9: Filtered autocorrelation function WANG (2012)
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6 POSSIBILITIES OF ANALYSIS IN THE FREQUENCY RANGE

The autocovariance function and the autocorrelation function are the natural tools to analysis
stochastic processes, i.e. a series of measurements in the time domain. At this point the possibilities of
analysis in the frequency domain are shortly explained. Usually one tries to eliminate periodic effects
from the data in a pre-processing step in time series analysis. This can in particular be supported in
determining the periods by analysis in the frequency domain. In a periodogram, these frequencies can
be detected and analysed.

A periodogram is formed for example by the transfer of the time series in the frequency domain by a
Fast Fourier Transformation (FFT). In the following, the examples for such an analysis are shown. In
Figure 10 a time series for a coordinate that was determined using a total station is given.
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Figure 10: x-coordinates time series WENJUAN (2010)

Linear trends, gaps and outliers were removed in pre-processing. Visualizing the autocorrelation
function of the coordinate (Figure 11), periodic effects are obviously included.

1 I T 7 T T T r T T ‘

~ |
-~ \
~ 0.5H
(f-‘dﬁ '1-"'. -'N'n ™ -~ "f’ 1
% &N Fi" ) Fat Vot P VY \
..-.w.-‘_‘,,)'_.._ e e e B e e -y —i‘-..-—----.:---—p‘.---”------...---I-.---,,._.,..,_..\..,._..----a—--\!‘-,,..._.-.--—_._
) i seniams s T e o ]~ = S i = ===
0 20 40 60 80 100 120 140 160 180 200

lag[hrs]

Figure 11: Autocorrelation of x-coordinates WENJUAN (2010)
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To investigate these effects in more detail, now a FFT was calculated and the result is shown in a
periodogram (see Figure 12). Frequencies can be detected which are dominant in the time series.
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Figure 12: Periodogram of the x-coordinates

If one removes these frequencies (in this case, an 8-day period) and shows the modified time series
shown in the autocorrelation domain, these periodic effects have been almost removed (Figure 13).
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Figure 13: Autocorrelation function of the x-coordinate
after removing periodical effects WENJUAN (2010)

Transforming the modified time series again in the frequency domain, significant changes, can be
visualized particularly in the magnitude of the amplitude (Figure 14).
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Figure 14: Periodogram of the x-coordinates after removing periodical effects WENJUAN (2010)
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7 CONCLUSIONS

With the presented techniques the first steps towards a time series analysis can be done. Important to
mention is that before the analyses starts, the time series must be in proper state. This means the time
series must be available without gaps, outliers and trend. The algorithms shown require the stationarity
and the ergodicity of the time series. These algorithms of time series analysing in the time domain are
the autocovariance function and the autocorrelation function. For interpretation of the results of these
functions the theoretical and typical processes were mentioned. To improve the time series analysing
also filter can be used to pre-process the time series and to delete unwanted influences inside the time
series or to point out certain aspects which should be investigated. First steps towards the analysing of
a time series in the frequency domain were also presented.

With this algorithms and options of analysing the first steps towards the analysing of time series in
context of construction monitoring were given.
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Time-Spatial Analysis for Low-Cost GPS Time Series

Li Zhang
Institute of Engineering Geodesy, University of Stuttgart, Germany

Abstract

The Institute of Engineering Geodesy (1IGS) is currently developing an automatic low-cost GPS
monitoring system, which includes u-blox single frequency GPS receivers. In the first tests, the
Trimble Bullet 111 GPS antennas (costs less than 100 €) with the self-constructed L1-optimized choke
rings already obtained an accuracy, that almost met the requirements of geodetic applications.
However, the accuracy of the system, particularly in shadowing environment, still needed to be
improved. For this purpose, time series analysis of the three-dimensional GPS coordinates is carried
out. This will prepare the construction of low-cost GPS antenna/receiver arrays for monitoring.

Measurements with closely-spaced antennas are carried through to find spatial correlations additional
to the well-known temporal correlations. The multipath effects should be visible in the coordinates as
periodic and trigonometric functions. They should be estimated and taken into account for the
processing strategy to deliver improved coordinate accuracy. Furthermore the spatial correlation
between the antennas should also be investigated and used for improving the coordinate accuracy.

The aim is the development of a stabile method using time and spatial correlation of multiple antennas
to improve the results of low-cost GPS receivers to enable structural health monitoring.

Keywords
Low-cost GPS, monitoring, multipath effects, time-spatial analysis, time series, correlation

1 INTRODUCTION

Monitoring of structures and natural objects, such as landslides, rock glaciers, dams and bridges is one
of the main tasks of engineering geodesy. Automation and continuity of measurements are the trends
of the monitoring. The data collection and processing of the GNSS receivers can be realized
automatically and continuously. They are able to measure the three-dimensional positions and achieve
accuracies in mm range in relative mode by using carrier phase measurements. Besides, compared to
traditional measurement instruments (for example tachymeters and leveling) and modern areal
measurement instruments (for example terrestrial laser scanners and terrestrial radar scanners), the
direct line-of-sight is not necessary and their measurement accuracies are not sensible to weather
conditions. However, the geodetic GNSS receivers are expensive (some cost more than 20 000€), so
that they are not suitable for the area-wise measurement.

Besides the geodetic GNSS receivers, there are also many low-cost single-frequency GPS receivers,
which are developed for the mass market and whose price is below 100 €. Many preliminary
researches at the Institute of Engineering Geodesy, University of Stuttgart (11GS) showed that those
low-cost GPS receivers, by using the carrier phase data, reach an accuracy which almost meets the
requirements of geodetic applications SCHWIEGER (2007), SCHWIEGER (2008), SCHWIEGER
(2009). Based on these preliminary successful experiences, 11GS is currently developing an automatic
low-cost GPS monitoring system using u-blox GPS L1-receivers ZHANG et al. (2012), ZHANG &
SCHWIEGER (2013). Since they are cost-effective, many receivers can be applied at the same time.
That means, a high spatial discretization of the object can be provided by using low cost GPS
receivers.

The general weakness of the GNSS receivers is that, their signals are disturbed from the multipath
effects, so that their accuracies particularly in shadowing environment needs to be improved. Usually,
there are only short baselines up to several kilometers for monitoring of objects in engineering
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geodesy. The most GNSS errors, such as ionosphere and troposphere errors can be ignored for short
baselines, but the multipath effects cannot be eliminated in differential mode. For this reason, the
multipath effects are the dominating errors for short baselines.

The authors try to reduce the multipath effect on the one hand by applying self-constructed L1-
optimized choke ring (chapter 2), in another words, by improving the hardware; on the other hand by
considering the time and spatial correlation between the closely-spaced antennas (chapter 3), it means
by data processing. The first investigations are carried out and the results will be presented in this

paper.

2 MITIGATION OF MULTIPATHEFFECT USING L1-OPTIMIZED
CHOKE RING

It is well-known that the accuracies of GNSS receivers are affected by multipath effects, even in
shadowing free environment. Since the reflected signals come not only from the vertical reflectors, but
also from the ground.

Part of the multi-path effect can be reduced by special construction or design of GNSS antennas such
as choke ring and full spectrum GNSS antennas TOPCON (2014). However, the prices of geodetic
antennas are very high, so that they are not cost-effective solutions. Furthermore, the commercial
chock ring is not optimized for single frequency GPS receivers, so that it is not the optimal solution
here. The reason will be given later in this chapter.

In TAKASU & YASUDA (2008), several low-cost GPS L1-frequency antennas and receivers were
tested in combination. The tests show that good antennas have a higher positive impact on the result
than good receivers. For this reason, three types of low-cost antennas (u-blox ANN-MS, Vimcom 96/1
and Trimble Bullet 111; each of them costs less than 100 €) were tested in combination with the u-blox
LEA-6T receiver at I1IGS ZHANG & SCHWIEGER (2013).

To reduce undesirable multipath effects, the u-blox ANN-MS antenna is shielded with a self-
constructed ground plate. Vimcom 96/1 and the Trimble Bullet 11l antennas are shielded with self-
constructed L1-optimized choke rings.

As described in FILIPPOV et al. (1998), multipath effects can be reduced by a certain depth of the
choke ring antenna. The depths of the choke rings should be about 1/4 of the wavelength of the signal,
for the frequencies of L1 and L2 they are approximately 4.7 cm and 6 cm. The commercial choke
rings have depth of about 5.6 cm, which is a compromise between L1 and L2 and so the multipath
effects are not reduced absolute optimally for single frequencies. The self-constructed choke ring has a
depth of 4.5 cm and is thus optimized for L1-frequency ZHANG & SCHWIEGER (2013).

First of all, the antennas with different shieldings are compared in ZHANG & SCHWIEGER (2013).
The result shows the Trimble Bullet 11l antennas have the best performance. Further measurements
were than carried out to verify, if the self-constructed L1-optimized choke ring performs better than
the ground plate by using the same antenna. The results show that the accuracies with choke rings are
about 40% better than with ground plates. The details will not be shown here, since it is not the focus
of this paper.

Antenna phase center offset (PCO) and phase center variations (PCV) are also main errors, which
cannot be eliminated in differential mode. They can be mixed with the multipath effects and they
change with the shieldings, such as ground plate and choke ring ZEIMETZ & KUHLMANN (2008).
For this reasons, before the comparison of choke ring and ground plate, the antennas were individually
calibrated with choke ring and ground plate by University of Bonn, Institute of Geodesy and
Geoinformation. It is an absolute anechoic chamber calibration.

The PCO of the Trimble Bullet Il antenna are both in sub-mm with choke ring and ground plate in
east and north-component. The PCV are shown in Figure 1. So it can be found out, that the PCV of the
Trimble antenna with choke ring is much smaller and more homogeneous and more rotationally
symmetric than it is with the ground plate.

167



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation
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Figure 1: PCV of one Trimble Bullet 111 antenna with choke ring

The accuracies were improved sub-mm range by using the antenna calibration data. The antennas were
calibrated individually; individual calibration means that each antenna has its own calibration data.
The individual antenna calibration is expensive and costs much more than the antenna itself. The
guestion arises, whether type calibration for those low-cost antennas is enough or whether single
calibration is necessary. The results in Zhang and Schwieger (2013) showed that the results with type
calibration are the same as with individual calibration. That means, on the base of the research carried
through up to now, the type calibration for this antenna with choke ring is enough.

3 TIME-SPATIAL ANALYSIS OF MULTIPLE LOW-COST GPS
ANTENNAS

3.1 Background and Basic Idea

The accuracy of the low-cost GPS receivers and antennas were improved by the self-constructed L1-
optimzed choke ring. However, there is still potential to improve the accuracy. The reference stations
are usually equipped with the best high-end geodetic receivers and antennas. However, it is well-
known that even some SAPOS (Satellitenpositionierungsdienstder deutschen Landesvermessung)
reference stations are suffering from multipath effects WANNINGER (2000). Since only a part of
reflected signals, such as the signal from ground and part of signals above the horizon, can be
eliminated or minimized by the choke ring. There are still parts of reflected signals, probably with
high elevation angle that cannot be eliminated, so that the accuracies are affected.

Many researchers have worked on the multipath effects and tried to find their characteristics and to
eliminate them. Multipath effect has usually typical period of sidereal day, since it depends on the
geometry constellation between satellites, antennas and the location of reflectors in the vicinity;
normally the position of reflectors and antennas do not change and the satellite position repeat after a
sidereal day. The multipath effect can be defined mathematically by considering the geometric
relationships and the reflection coefficient of reflectors GEORGIADOU & KLEUSBERG (1988).
However, the positions and the reflection coefficient of reflectors in reality are so complicated, that the
multipath effects cannot be modelled exactly. Therefore, they cannot be distinguished from the other
errors and the real movements of the antennas very well.

The multipath effects of reference stations were already investigated by many researchers
WANNINGER (2000), BILICH et al. (2004), ZEIMETZ et al. (2009). It was assumed that the
reflected signals only come from ground, for a typical antenna height of about 1.5 meter, the typical
dominating multipath period varies from 5 to 45 minutes. However, for the antennas mounted on non-
uniform surfaces such as landslides and dams, the situation will be more complicated, especially if the
environment is not free from shadowing.
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In WANNINGER (2000), the multipath effects can be detected and reduced, if the L1 and the L2
carrier phase were observed in a combined way. But for the L1-freuquence receiver, there is no data
from the L2-frequency. In BILICH et al. (2004) and ROST (2011), the time series using signal-to-
noise ratios (SNR) were investigated and the multipath effects can be reduced.

Most researches up to now are based on observation data, mainly ranges based on the phase data.
Since the information at disposal for the research is the coordinates from the GNSS measurements, an
idea arises to develop a coordinate-based method, to reduce the errors of multipath effects and the
other errors. In KUHLMAN (2003), ZEIMETZ et al. (2009) and LI (2013), the time series of GPS
coordinates were analyzed. Different filters such as Kalman filer model with shaping filer and FIR-
filter have been applied on the coordinates to separate the noise such as multipath effects and the real
deformations. The correlation in time series was analyzed and taken into account.

As mentioned before, since the low-cost receivers and antennas are cost effective, more receivers and
antennas can be mounted on the monitored object. The multipath effects cannot change rapidly in a
small area, since the environment or reflectors do not change rashly. So if several antennas are set
closely, the multipath effect or any other errors should change slowly, so that the coordinates of these
antennas are highly spatial correlated. An approach that considers the spatial correlation and improves
the accuracies of GPS coordinates will be introduced in this paper.

In this chapter, the time series of low-cost GPS antennas will be analyzed at first. Then, the spatial
correlation of the multiple closely-spaced low-cost GPS antennas will be investigated. The aim is to
improve the accuracies by considering the time and spatial correlations between the antennas.

3.2 Test Scenario

\““II ||||||| | etal grid wall tall building
| ‘,
sl =l =
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configuration 1 (orthogonal to wall) configuration 2 (parallel to wall)

Figure 2: Two test configurations (not scaled)

169



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

Three antennas with the choke ring were tested on the roof of the 11GS building (compare Figure 2). A
metal grid wall is near the antennas (about 5 meters away) and a tall building is about 50 meters away
(compare Figure 2 right). It is supposed that most multipath effect originate from the metal grid wall
and the ground; the satellites configuration is not so ideal due to the tall buildings. As one can see
from figure 2 left, the surface of the metal grid wall is not flat but constructed, so that it is not the
simple specular reflection, if the signals are reflected on it.

The three antennas were arranged in two configurations: orthogonal (configuration 1) and parallel
(configuration 2) to the wall. It is expected that the multipath effect change much more in
configuration 1 than in configuration 2 for the antennas.

There is a SAPOS reference station in about 500 meters away from the 11GS building. This reference
station was taken as reference station and the three low-cost antennas were taken as rover stations for
the calculation of baselines. The distance between two adjoining antennas is 50 centimeters. The
distances between the antennas cannot change, since they are mounted on the same holder (see Figure
2). Three antennas are numbered as al, a2 and a3. The distance between the a2 (the middle one) and
the wall is about 4.2 meters in configuration 1 and about 5.1 meters in configuration 2 and the antenna
heights are all about 1.2 meters. The GPS raw data (UBX-format) were stored directly from EVK-6T
UBLOX (2014) with 1 Hz sampling rate. The antennas were measured in configuration 1 for about 9
days and in configuration 2 for about 20 days.

3.3 Time Series Analysis of Low-Cost GPS Antennas

3.3.1 Data Pre-processing

The raw data was processed with the free software TEQC (TEQC 2014) and wal (WAL 2014). The
results are UTM-coordinates for three baselines (coordinates difference in east, north and height
direction) for every second. Since the amount of data is huge, only results of one day for each
configuration were analyzed in detail till now. One day solution was divided into 24 hourly solutions,
so that some short periodic effect can be found.

The given coordinates of the antennas are unknown; the mean value of the coordinates can be
calculated as an approximation for the given coordinates. The standard deviations which describe the
repeatability of the measurements are defined as parameter for the accuracy of the measurements. For
monitoring, repeatability or accuracy of the measurements is the most important and decisive
parameter. For this reason, the standard deviations will be mainly discussed in this paper.

Original Measured Baseline s-al
310

E - | i
= 308
w |
©
306
0 1 2 3 a4 5 6 7 8 9
x 10*
420
— |
E T
= 400 I
z
©
380
0 1 2 3 4 5 6 7 8 9
x 10°
-10
B
= .15
<
©
20
0 1 2 3 4 5 6 7 8 9
Observation Time [s] % 10"

Figure 3: Example for an original measured baseline
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Figures 3 shows an example for one original measured baseline, as visible, it makes no sense to
calculate the mean values and standard deviations, if there are so many obvious outliers. So at first, the
outlier were detected and defined, if difference to the mean value were lager than 4.7 (the multipath
effects may reach 1/4 of the wavelength of the signal, meaning 4.7 cm for L1-frequency) centimeters
in one of the coordinates’ component. The mean value and the standard deviations were calculated
again. Then, the three sigma rule NIEMEIER (2008) was used to detect the other “smaller” outlier.
The mean value and standard deviation were estimated again by excluding all the detected outliers.
The outliers and some gaps (actually there are almost no gaps) were linear interpolated. Figure 4 is an
example for a baseline after detection and interpolation of outliers. On average, about 5% outliers are
detected and interpolated.
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Figure 4: Example for a baseline after detection and interpolation of outliers

X(t) =a, + byt 1)

X(t) = a, cos(2xf,t) + b, cos(2xf,t) 2)

The linear and periodic trend should be eliminated, so that the time series is stationary. Stationary is an
important precondition for the analysis of time series CHATFIELD (2004); METZNER &

SCHWIEGER (2014). The parameters a, and b, (compare equation (1)) of the linear trend and the
parameters a, and b, of periodic trend (compare equation (2)) can be calculated by adjustment. x(t)

is the time series of coordinate components. f, is the dominating frequency, that can be found in
frequency domain (compare section 3.3.3). The significance of the parameters should be tested by t-
test like t, = a,/ S,, » the 4, and S, are the estimated parameter and its standard deviation from the

adjustment results FOPPE & NEITZEL (2014). In the time series of coordinates that were chosen for
analysis, there are no significant linear and periodic trends.

3.3.2 Data Analysis in Time Domain

The autocovariance function describes the correlation in the time series and the discrete
autocovariance function can be defined as equation (3). The normalized autocovariance function is the
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auto-correlation function (see equation (4)), it can vary from 1 to -1. It can only be calculated up to
m=n/10, so that the calculation is statistic significant HEUNECKE et al. (2013).

~ n—k
€)= 3" (= )0, ~ K0 K =01..m=n/10 @)
j=1
5 C, (k)
K k — ,\XX
w(K) 2.0 (4)

Figure 5 shows one example of an autocorrelation function of one baseline in all coordinates’
components. Since it is a one day solution, there are 86400 seconds and 1/10 of it is shown up to 8640
seconds. The autocorrelation function is symmetric at zero and its maximum is always at the zero and
equal to 1. Besides, it can be seen that, after about 1000 seconds (about 16 minutes) there is almost no
correlation visible. This autocorrelation function visualizes that the process consists of typical white
noise, Gauss-Markov-process and colored noise.
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Figure 5: Example for Autocorrelation Function of one Baseline

The autocorrelation function reflects the time correlation within one time series. If the time correlation
between the two time series is considered, it is called cross-covariance function, the definition can be
found in equation (5). The normalized cross-covariance function is cross-correlation function (see
equation (6)), it can also vary from 1 to -1.

¢, (k)= ﬁi (X — %)z, —2); k=01..m=n/10; 5)
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R () =——x) ©)
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Figure 6 shows an example for the cross-correlation between two baselines in each coordinates’
components. The cross-correlation is asymmetric at zero, to give an impression, the cross-correlation
for the negative time difference is also shown in Figure 6.
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Figure 6: Example for Cross-Correlation Function between two Baselines

Here in Figure 6, the cross-correlation functions between the two baselines vary from about 0 up to
0.64 in east, 0.63 in north and 0.57 in height component. The maximum of a cross-correlation function
does not have to occur at a time shift of zero. However, the results show that the maximum is always
at zero, which means the error has an influence on every antenna at the same time and there is no time
delay for different antennas. Furthermore, as expected, the autocorrelation shows higher maximum
values (the maximum of autocorrelation function is always 1) than the cross-correlation between two
baselines. The cross-correlation functions between the baselines will be discussed in section 3.4 more
in detail, since they deal with the information about the spatial correlation.

3.3.3 Data Analysis in Frequency Domain

Some properties of the time series such as periodic effect cannot be found easily in time domain, but
in frequency domain. Fourier transformations of the autocovariance and cross-covariance function are
called spectrum and cross-spectrum in frequency domain. The procedure and the formulas for the
transformation can be found in HEUNECKE et al. (2013) and CHATFIELD (2004). They will not be
presented in this paper.
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Figure 7: Example for Amplitude Spectrum of one Baseline (one day solution)
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Figure 7 shows the amplitude spectrum of one baseline. The amplitudes for the high frequencies (>
1/60s) are very small, so that they can be ignored. Therefore, only a part of frequencies are presented.
It seems to be that some trends remain in data. For example, the dominant period in Figure 7 is about
18 hours for each component. This period was taken for the adjustment in section 3.3.1. As mentioned
before, the parameters were not significant, it means, there are no trends in data.

If only one hour solution is analyzed (compare Figure 8), the dominating period is about half an hour.
It seems to be that long periods are visible in the data that cannot be calculated significantly with the
chosen observation intervals. This effect should be analyzed in detail in the future, maybe different
observation intervals (for example several days, several hours) should be taken and the periodic effect
should be analyzed. However, the typical short periods resulting from the ground reflected multipath
are vanished, since the choke ring is used.
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Figure 8: Example for Amplitude Spectrum of one Baseline (one hour solution)

3.4 Spatial Correlation Analysis of Closely-Spaced Low-Cost GPS
Antennas

Since the antennas are closely-spaced, it is expected that their errors are highly correlated. As noticed
in section 3.3.2 the cross-covariance functions were calculated, its normalized form is the cross-
correlation function. For three baselines, three sets of cross-correlation functions, they are cross-

correlation functions K K K can be obtained (in all the three coordinates’

components, so there are 9 cross-correlation functions altogether).
As mentioned before, the maximum of the cross-correlation functions in the results are at time shift of
zero. It means the influence of the error happen at the same time for every antenna. If only the

maximum of each cross-correlation functions, called K K13, K23, were taken and compared, as

s—al,s—a2’ s—al,s—a3? s—a2,s—a3

127
expected, for both configurations, it is always A}, < A}, and A,, < A ,, since the distance between

the antenna 1 and 3 is the biggest. Furthermore, the general the cross-correlations K, , K;;and K, of

the configuration 2 is bigger than of configuration 1, since the change of environment of configuration
1 is more than that of configuration 2 for the three antennas.

The similar effect can be also found in the accuracies of the coordinates. In configuration 1, the
standard deviations of the coordinates are antenna 1 > antenna 2 > antenna 3, they are about 5 to 6 mm
in north, 3 to 4 mm in east and 9 to 11 mm in height (one day solution). Since the distances between
the antennas and the metal grid wall are antenna 1 < antenna 2 < antenna 3. In configuration 2, since

174



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

the distance between the wall and the antennas are the same, their standard deviations are almost the
same. They are about 3 mm in east, 5 to 6 mm in north and 9 to 10 mm in height (one day solution).
The cross-correlations and accuracies seem to be very reasonable and realistic.
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Figure 9: Example for Residuals of the three Baselines in East (one hour solution)

Figure 9 shows an example for the residuals of three baselines in the east component (one hour
solution in configuration 2). The errors have a similar effect on the closely-spaced antennas. Since the
distance between the adjoined antennas is the same, if the error influences change exactly spatially
linear, the error of antenna 2 should be average of the errors of antenna 1 and antenna 3. However, the
change of errors is not exactly spatially linear, but the cross-correlation contains information about this
similarity, it can be used here. One simple approach was applied to improve the accuracy by using the
spatial cross-correlation between the baselines. For example, the coordinates of antenna 2 can be

corrected by the coordinates of antenna 1 and 3 by considering the cross-correlation. X, ., (t) can be

calculated by equation (7). x,(t) to X;(t) on the right side are the original coordinates’ residuals in

east, north and height component. It means the coordinates of antenna 2 are corrected by the weighted
mean of the antenna 1 and 3, the weightings depend on the cross-correlation between the antennas. As
mentioned before, if the errors change exactly spatially linear, the error of antenna 2 will be

completely eliminated, it means the x, ., (t) will be zero. Since it is not the case, the error of antenna
2 cannot be completely eliminated but reduced (compare table 1 and 2).

X2_c0r (t) =X, (t) - (KL X, (t) + % " Xg (t)j (7)

12 + K23 12 + 23

K, and K,, depend on the chosen observation intervals processed and the configurations of the

observations. The K ,and K,, vary from about 0.3 to 0.5 for a one day solution and from about 0.2 to

0.8 for a one hour solution in configuration 1; they vary from about 0.55 to 0.65 for one day solution
and from about 0.35 to 0.8 for a one hour solution in configuration 2.

For testing this approach, a one daily solution and four hourly solutions were taken from the each
configuration. The tables 1 and 2 show the original and improved standard deviation of baseline s-a2
by applying the approach. Generally, almost all the standard deviations were improved (only one
exception gray marked in table 2). The percentage of improvement is varies obviously (maximum is
46%), on average about 21% for configuration 1 and 25% for configuration 2.
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Table 1: Original and Improved Standard Deviations of Baseline s-a2 (Configuration 1)

Configuration 1

Original standard deviation [mm]

Improved standard deviation [mm]

s-a2 E N h E N h
Day solution 3.3 6.2 9.4 3.0 54 8.2
1. hour 1.9 4.1 5.4 1.7 2.5 5.1
2. hour 3.7 16.6 10.0 2.8 13.2 7.5
3. hour 2.7 5.3 16.6 1.5 3.5 10.6
4. hour 4.0 55 8.4 3.6 4.1 7.3
Table 2: Original and Improved Standard Deviations of Baseline s-a2 (Configuration 2)
Configuration 2 | Original standard deviation [mm] | Improved standard deviation [mm]
s-a2 E N h E N h
Day solution 3.3 5.7 9.5 2.3 4.1 7.0
1. hour 2.0 3.2 5.8 1.4 1.9 5.9
2. hour 2.5 3.1 5.8 2.2 2.0 5.6
3. hour 2.1 3.0 5.9 15 1.7 4.3
4. hour 2.4 3.3 10.7 2.0 2.1 7.3

From these first test results, it can be seen that the approach that takes the spatial correlations into
account can improve the accuracies of the results. The linear combination of the corrections is the
simplest assumption. In the future, the spatial correction should be analyzed more in detail and more
reliable and sophisticated approaches have to be developed.

This type of the approach may have some problems to distinguish the errors from real deformations,
because the deformations have a similar effect, so that the real deformations cannot be detected. The
errors, particularly the multipath effects, and the deformation should be separated correctly. This step
should be investigated in the future.

4 CONCLUSIONS AND OUTLOOK

In this paper, methods were introduced to improve the accuracies of the low-cost GPS receivers and
antennas. One of them was realized by using the L1-optimized choke ring. Compared to a normal
ground plate, the choke ring can improve the accuracies about 40%.

Another improvement was realized by analysing the time and spatial correlation of some closely-
spaced antennas. But it is obviously, that there are still some problems of finding the short period
trends, it will be the focus of future work. And it is expected that the potential to improve the accuracy
within this method will be impressive.

After considering the spatial correlation between the closely-spaced antennas, the accuracies of the
results were already improved about 20 to 25% for the chosen data. Up to now, the baselines between
the antennas, that means the baselines al-a2, al-a3 and a2-a3 were not analysed. Since their distance
is known, these geometry conditions can be considered as additional information for detect and
modelling the multipath effects in the future.

Furthermore, a lot of new experimental works are in progress. For example, more antennas, such as an
antenna-array with 9 antennas (compare figure 10) are arranged to have higher spatial discretization,
so that the changes of the spatial correlation can be calculated in different directions. And their spatial
correlations should be analyzed and modelled.

The goal is to detect the effect of multipath errors or other errors in real time or in near real time by
applying more closely-spaced low cost GPS antennas and considering the time and spatial correlations
in the future.
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Figure 10: Nine Antennas and Receivers Array
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Combining Laser Tracker and Laser Scanner Data

Annette Schmitt
Institute of Engineering Geodesy, University of Stuttgart, Germany

Abstract

Laser scanner as well as laser tracker may be used for quality control in industry and construction.
Both measuring systems have their pros and cons with respect to accuracy and with respect to
pointwise and areawise measuring. This contribution focuses on the integration of both techniques in
one data set. Therefore the registration is realized using wooden balls as common targets.

The registration could be done with a RMS of 1 mm. Afterwards the flatness of a timber element is
analysed using laser scanner data and laser tracker data. The exemplary result reveals a non-significant
flatness of the analysed timber element.

The investigation is carried through within the project “Robotic Fabrication in Timber Constructions”
that aims to show the feasibility of the combination of robotic fabrication, computational design,
simulation processes and 3D-surveying.

Keywords
Laser Tracker, Laser Scanner, Registration, Timber Construction

1 INTRODUCTION

In an industrial environment laser trackers are often used for quality control SCHWARZ (2009). Laser
scanners are also used for quality control, for example on building sites STENGELE (2010). Laser
trackers can be used for measuring object points and lines, e.g. edges. Also surfaces can be calculated
by means of this data with an accuracy of around 10 um. Laser scanners are suited to estimate surfaces
from the data. A combination of these two instruments is used for a project dealing with robotic timber
construction. Timber is a living material. The production accuracy from known personal progress
reports for wooden elements is between 0.5 mmand 1 mm.

2 MEASUREMENT SYSTEMS

2.1 Laser Scanner

Laser scanners are established in 3D-data acquisition since many years. They are used for example in
forensic, architecture, and planning tasks in factory buildings KERN (2007). However, they are not
that often used for quality control of work pieces. For this task normally triangulation laser scanners
will be used SCHWARZ (2007).

In this contribution a laser scanner is used in combination with a laser tracker. The used laser scanner
is the Leica HDS7000, which is structurally identical with the Z+F Imager 5010 from Zoller+Fréhlich.
This instrument is a phase shiftbased laser scanner. A range noise of 0.3 mm RMS at ten meters within
a reflection of 80 % is given by the manufacturer. The laser scanner also shows an angle accuracy of
0.007° RMS in horizontal and vertical direction Z+F (2012). In Figure 1 the used laser scanner is
shown.
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Figure 1: Leica HDS7000

2.2 Laser Tracker

The laser tracker was developed in the 1980s by Dr. Kam Lau, the founders of Automated Precision
Inc. (short API) API (2010). Laser trackers are polar measuring systems with two kinds of distance
measuring systems. One distance measuring system is the absolute distance measuring system, short
(ADM). The other one is an inferometric distance measuring system (IFM), which is based on the
Michelson-Interferometer from 1881 MICHELSON (1881). Laser trackers may include both or one of
the two techniques. As the name implies, the laser tracker can automatically follow the reflector. There
are three different methods for this beam guidance. So, the beam can be guided through the optical
rotation centre of the tracker, with cardanic stored mirrors at the optical centre or with the reflection
from a precise ball in the optical centre. All systems use a beam splitter and a positionsensitive diode
inside the way of beam JATZKOWSKI (2011). In Figure 2 Figure the principle of laser tracker is
shown in a simplified way.
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Figure 2: Principle of laser tracker JATZKOWSKI (2011)

For these investigations the APl Radian is used, see Figure 3. By static measuring with spherically
mounted retroreflectors, short SMR, and in interferometric mode, it delivers an accuracy of £10um.
The software to control the laser tracker offers different measuring methods, like discrete points
measuring und scanning. So it is possible to measure lines and, with an adapter, edges. For measuring
hidden parts of an element, the IntelliProbe360™ can be used in combination with the API Radian.
This instrument is wirelessly connected to the data processor of the laser tracker.
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Figure 4: IntelliProbe360™

2.3 Integration and Comparison of Laser Tracker and Laser Scanner

Both systems are polar systems, so they are measuring angles and distances. As shown before, the
laser tracker has got two methods of distance measuring whereas the laser scanner has only one
method. The laser tracker always needs a reflector which can be a SMR or an IntelliProbe360™. On
the other hand a laser scanner does not need any marked target.

Mostly laser scanners are mainly used to measure 3D-surfaces, but not to measure discrete points. In
principle, lines can be measured with both systems. However, the lines which are measured by the
laser scanner are arbitrary profiles and not defined lines. The lines measured by the laser tracker can
be anywhere inside the measuring range. The laser tracker can measure discrete points and surfaces.
By using adapters it is also possible to measure edges with the laser tracker. This is impossible with a
laser scanner. Edge detection with a laser scanner is only possible in post processing. The edges have
to be calculated, for example with segmentation of planes and following intersect of these planes.
KERN (2003).

The data acquisition resulting from these systems is realized in different ways. The laser scanner has
only to be set to a defined place and started by the operator. The laser tracker measures a target, e.g. a
SMR which has to be moved by the operator. The operator selects the parts of objects which should be
measured and starts the selected measuring mode. If there is more than one position of the laser
tracker, the registration between the positions can be done in real-time during the control process.
Depending on the measuring task and on the used control software, the postprocessing with laser
tracker can be realized between two measurements. For example, during a quality control the position
and the diameter of holes in e.g. a working piece can be calculated in some milliseconds. It is also
possible to directly create a report of the data and the calculations.

The postprocessing for the laser scanner data costs more time than the one for laser tracker data,
because the data has to be imported into software like Leica Cyclone. If an area is scanned by more
than one position, the registration has also to be done in postprocessing. For the registration, laser scan
targets should be used, because an automatic registration without targets is CPU-intensive and does
not guarantee that the registration will be successful. Normally, automatic registration only works for
objects with a rough and striking structure. Afterwards it is also possible to calculate for example the
position and the diameter of a hole in a working piece.

As shown before, the accuracy level of the two measurement systems is different. The laser tracker is
more accurate than the laser scanner. This is caused on the way of distance measuring. The laser
scanner achieves an accuracy of submillimetres for short distances. The laser tracker achieves an
accuracy of some 10 um in interferometric mode API (2014 b).
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Table 1: Comparison of Laser Tracker and Laser Scanner

Laser Tracker Laser Scanner
Polar system Yes Yes
Distance measuring IFM, ADM ADM
Reflector Yes No
Discrete point measurement Yes No
Line measurement Yes Only profiles
Surface measurement Postprocessing Postprocessing
Edge detection With adapter Only post
processing
Handling By User Semi-
automatically
Accuracy Static Distance noise
measurement: for 10m:
+ 10 ym +0.3mmrms

3 REGISTRATION OF LASER TRACKER AND LASER SCANNER
DATA

For the registration of laser tracker data and laser scanner data there is a need of known points in both
instrumental coordinate systems. Thus targets are needed, which can be measured by laser tracker and
laser scanner. It is costly to measure 3D-targets with the laser tracker. Due to the reflection property of
smooth steel, it is not possible to measure the SMR with the laser scanner. So, another target has to be
selected. Following the 3D-targets of a laser scanner, wooden balls are chosen, because they have
approximately the same size like the SMR and are available at the institute.

Figure 5: Wooden Ball

3.1 Control of Wooden Ball

To verify the diameter, four balls are measured by laser tracker and IntelliProbe360™ in the scanning
mode. The scanning mode is chosen, because it is a fast way to collect data of a surface. The spheres
of the balls are calculated in Spatial Analyzer® using hundred points. The results are shown in Table
2: Results of sphere calculation from Laser Tracker data.

Table 2: Results of sphere calculation from Laser Tracker data

Ball Diameter [nm] | RMS [mm]

1 38.810 0.11
2 38.879 0.15
3 38.871 0.15
4 38.888 0.16
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The next step, after measuring the size of the balls with the laser tracker, is to check them with the
laser scanner. For that reason, the four balls are scanned. Here, also spheres are calculated, the results
are shown in Table 3: Results of sphere calculation from Laser Scanner data.

Table 3: Results of sphere calculation from Laser Scanner data

Ball Diameter [nm] | RMS [mm]

1 37.76 0.21
2 37.16 0.21
3 37.19 0.21
4 36.75 0.21

The results of the calculation from laser scanner data shows the calculated diameter is around 1 mm
smaller than the calculated diameter from the laser tracker data. The differences between the size of
the SMR, which is 1.5”” or 38.1 mm, and the measured size of the wooden balls are tested for
significance.

Table 4: Difference between diameter of wooden balls from laser scanner data and of SMR

Ball | Difference [mm]
1 0.34
2 0.94
3 0.91
4 1.35

The 3D measurement accuracy of the laser scanner is given with 0.3 mm for a distance of 10 m. The
quantil from Gaussian distribution is +1.96, so a duplex test with a significant level of a = 0.5. The
results are shown in Table 5: Results of test.

Table 5: Results of test

Ball | Test statistic | Significant?
1 1.13 No
2 3.13 Yes
3 3.03 Yes
4 4.50 Yes

The test shows that, besides the first ball, all diameters calculated from laser scanner data are
significantly different from the diameter of the SMR. For that reason the calculated centre points of
the sphere, which are used for registration with laser tracker data, have to be corrected by an offset.
The offset has to be added only to z-coordinate, because the wooden balls and the SMR are set on a
fixed adapter with a hollow.
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3.2 Registration with wooden balls

The registration with the wooden balls is done in Spatial Analyzer®. The first step is the calculation of
the centres of the wooden balls from laser scanner data, because these are the identical points for the

registration with the laser tracker data.

Table 6: Results of sphere calculation from laser scanner data

Ball Diameter [mm] | RMS [mm] Distance [m]

1 38.62 0.17 2.1502
2 39.88 0.18 1.7240
3 40.23 0.17 3.1124
4 39.55 0.18 3.3372

Table 6 shows the results of the sphere calculation for the registration. Compared with the results from
0, the diameters of the spheres are different. It seems to be possible that the diameter differences are
dependent from the distance. More important is the influence if eliminating noisy points and cleaning
the data. Investigations have shown that the diameter changes in the level of some millimetres if the
data cleaning is realized in different ways. In Figure 6 the arrangement of targets and the position of
the laser scanner are shown.

Figure 6: Measurement arrangement

Due to the diameters, which depend on the distances from laser scanner data, the offsets have to be
calculated individual. The results are shown in Table 7.

Table7: Offsets in z-axis

Ball Offsetfmm]

1 -0.3
2 -0.9
3 -1.1
4 -0.7

With the corrected z-coordinates a Helmert transformation, in Spatial Analyzer® called best-fit
transformation, between the laser tracker data and the laser scanner data is calculated in Spatial
Analyzer®. Within the laser tracker measurements, the positions of the fixed adapter around the
wooden elements are measured with the SMRs. The result of the best-fit transformation with all four
points shows that point 1 is an outlier. After deleting this point, the results turn out as shown in
Table 8.
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Table 8: Result of Registration

X[mm] | Y [mm] | Z[mm] | 3D [mm]
Max Error 0.201 0.173 0.002 0.265
RMS Error 0.143 0.130 0.001 0.193

With this result the analysis of the data can be done. So as an example, the flatness of the surface of an
element can be checked.

4 ROBOTIC FABRICATION IN TIMBER CONSTRUCTION

4.1 Project description

For the project Robotic Fabrication in Timber Constructions, three institutes at the University
Stuttgart, the Institute for Computational Design, the Institute of Building Structures and Structural
Design and the Institute of Engineering Geodesy, are cooperating with industrial partners and partners
from the state Baden-Wirttemberg. They develop a timber construction system which combines
robotic fabrication with computational design, simulation processes and 3D-surveying ICD (2014).
The fabrication with industrial robotics offers more manufacturing possibilities and the development
of innovative, material-oriented and adaptive construction systems. The result of this project will be a
demonstrator pavilion for the state horticultural show Landesgartenschau 2014 in Schwabisch Gmind.
The demonstrator pavilion is presented in Figure 7 ICD (2014).

) = =
Figure 7: Model of the demonstrator pavilion for Landesgartenschau 2014 ICD (2014)

The pavilion will be made of 243 wooden elements which will be produced by industrial robots. The
elements, which consist of plywood with a thickness of 50 millimeters, are preformatted by a CNC-
machine and afterwards processed by the robots. In Figure 8, the production process and an exemplary
wooden element are shown.
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Figure 8: Robotics produces a wooden element

The surveyor’s part in this project is the quality control of the elements and, when the pavilion is built
up, the deformation analysis using laser scanning data. The quality control is done by the laser tracker.
The results of the laser tracker measurements are compared to the given design model. Some of the
elements are scanned.

4.2 Application example

The registration as shown in 0 is calculated for a different wooden element. The position of the laser
scanner, laser tracker and the identical points are not changed when scanning the other element. The
calculations for the first element are shown in 0. For the second element the results are shown in this
chapter. Figure presents the given design model taken from CAD system.

Figure 9: CAD Model of Element 2 (screenshot from Spatial Analyzer®)
At first the offset of the wooden balls have to be calculated from laser scanner data. In Table 9 the
results of the sphere calculation, the offset and the distance between laser scanner and points are
shown.

Table 9: Offset for Element 2

Ball | Diameter [mm] | Offset [nm] | Distance [m]
1 40.8 -1.4 2.1518
2 39.7 -0.8 1.7238
3 41.7 -1.8 3.1133
4 41.7 -1.8 3.3387
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The next step is the best-fit transformation. In this transformation, point 1 is an outlier, too. The results
of the transformation with point 1 are shown in Table 10.

Table 10: Results of best-fit-transformation

X Y Z 3D
Max Error 0.557 0.452 0.006 0.626
RMS Error 0.424 0.323 0.004 0.937

The results are comparable for the two examples. The laser tracker registers with respect to the CAD
model of the element. So, the comparison between the CAD Model and the laser scanner data is
possible, since the laser scanner data and the laser tracker data are registered with each other. It is also
possible to test the flatness of the element. To investigate the flatness, the CAD model is compared to
the laser scanner data. To do this comparison in Spatial Analyzer®, the laser scanner data has to be
thinned out. This is due to the fact that Spatial Analyzer ® cannot work with more than 2.000.000
points. The comparison is done by means of the function Relationships in Spatial Analyzer, which
calculates the deviation between the points and the surface of the CAD model
NEWRIVERKINEMATICS (2012). The results of this comparison are shown in Figure 10:

Figure 10: Flatness calculated from laser scanner data

As shown in Figure 10 the element is deformed, but not as assumed. The element looks like a valley
with two hills. In the blue areas the element differs between -0.8 to 2.5 mm from the CAD model. But
this is due to the noise from the laser scanner data. The RMS in z-direction for the top area of the
element is 1.5 mm. A statistical test assuming Gaussian distribution shows that the element deviates
significantly from flatness.

With the data additional from the laser tracker the flatness and the expansion in x- and y-direction of
the element could also be controlled. The measured areas of the element are the edges. They are
measured with the IntelliProbe360™ and a specially designed adapter. The flatness test is also done
with the function Relationships from Spatial Analyzer®. For the laser tracker, the minimum difference
between element and CAD model is -1.537 mm and the maximum difference is 0.895 mm. The RMS
is 0.682 mm. If this result is tested assuming Gaussian distribution, the results of laser scanner are
proven. The result is shown in Figure 11.
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Figure 11: Flatness calculated from laser tracker data

The expansion in x- and y-direction with respect to the CAD model is shown in Figure 12. In x-
direction the expansion differs from -0.599 mm t01.160 mm. In y-directions the difference between
CAD model and the element is between - 1.186 mm to 0.293 mm with respect to the CAD model. The
RMS in x-direction is 0.568 mm, in y-direction 0.547 mm. Statistical tests show that the maximum
values are significantly different from the ones the CAD model. The given manufacturing tolerance in
the robotic fabrication is expected to be £0.25 mm. The expansion in x- and y-direction is partly out of
tolerance. For the builders of the pavilion means, they have to compensate these differences.

Figure 12: Expansion of element

5 CONCLUSIONS

These investigations show a possibility to use laser tracker and laser scanner for one data set. The
registration of both measuring systems can be realized with wooden balls as targets. The preparations
for the registration are calculating spheres and their centres from laser scanner data and to correct them
by an offset. The offset is the difference between the diameter of the calculated sphere and the
diameter of the SMR. After the registration, the data sets can be analysed. One analysis realized was
the test with respect to flatness.

The analysis of laser scanner data and laser tracker data can be realized in Spatial Analyzer®. The
disadvantage of Spatial Analyzer® is that it needs a long time to process the data and cannot really
work with more than 2.000.000 points from scanner data. For this reason the registration from laser
scanner and laser tracker data will be done in Leica Cyclone in a current master thesis.
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Terrestrial Laser Scanning for Monitoring
of Tunnel Deformations
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Abstract

A great attention in tunnel maintenance is given to monitoring tunnel lining. Meanwhile, along with
external visual examination to reveal breaks and deformations, laser scanning is carried out for
determining tunnel geometrical parameters (ring ellipticity, tunnel axis declination and cross sectional
deformations). The techniques offered for determination of tunnel deformation parameters using TLS
data are considered.
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1 INTRODUCTION

Tunnels are an important and necessary link in transport infrastructure, not only for cities, but the
whole country as well. Therefore, geodetic and surveying works are the responsible process at all
stages of any tunnel construction and maintenance. The higher a quality of surveying and mine-
surveying works in tunnels, the better their quality, terms and further operational phase. In the course
of tunnel maintenance under the influence of various loads the tunnel lining deformations take place.
For determination of their values and declinations from permitted values there is necessity for
continuous in-situ measurements.

Investigations in this field make contribute to achieving higher accuracy both during measurements
and processing.New developments allows automating tunnel works and reducing the measurement
time.

As a result of practical investigations, a technique was developed for determination of deformations by
TLS data processing in Cyclone, RapidForm, RealWorks Survey, MatLab.

Analysis based on TLS data obtained from terrestrial laser scanning in the Novosibirsk subway

tunnels, transport tunnels of West Siberian Railway in Kemerovo and Sverdlovsk Region (Figures 1,
2) was carried out.
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Figure 2: ew of the Novosibirsk subway tunnel.

2 A TECHNIQUE FOR DEFORMATION MONITORING

Tunnel surveying was done by the terrestrial laser scanner Leica ScanStation C10. For the relative
orientation of neighbouring scans spherical targets were applied (a diameter of 70 mm). Three of them
were set up in places of mutual neighbouring scans overlapping. Cylindrical targets used for the
exterior orientation of scans were set up on the reference points B13, B14, B15, B17, B20, B22, B23
by means of a pole and a bipod.

Terrestrial laser scanning was carried out at each station with coverage 360° x 100° and angular
increment 0.04°. Before surveying a scanner was levelled by means of a built-in electronic level.
Scanning stations were chosen based on existing camera lockout condition, niches and portals. The
average distance between scanning stations is 25 m. Then laser scanning data was processed.

A data processing algorithm is presented in Figure 3.
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Figure 3: Scan data processing algorithm

At the first stage of office works for tunnel scan data processing the exterior orientation of scans was
performed as a result of which a unified point model was obtained in world coordinates. Then the
model was exported in Leica Cyclone software.

At the second stage the point model filtration was done in Cyclone software to remove noises and
redundant information not belonging to the tunnel lining surface and distorting the image of internal
tunnel contour.

Point model environment with unnecessary points was selected by the “Polygonal Fence Mode”
special function and deleted by “Fence — Delete Inside” function.

Leica HDS Cyclone hasn’t the option for sparsification of density point model, after filtration that is
why the model was exported to RealWorks Survey software. The sparsification of density point model
was done with the Sampling function up to the value 1 point per 1.9 cm? This operation allowed
simplifying the point model for the post processing and saving the necessary sampling of tunnel
model.

For creating triangulation 3D model (Mesh) a point model was processed in Trimble RealWorks
Survey and RapidForm using specialized filters and Mesh scanline algorithms. For example, in
RealWorks Survey software 3D cylindrical surface was created with the Mesh Editing Tools and Mesh
Creation functions. In RapidForm software for this purpose there was a Mesh Buildup Wizard
function by means of which the following problems were solved:

- To delete the rough results of 3D modeling. Using the scroll-box the number of polygons in a
Mesh-surface was decreased or increased to delete rough results of a triangulation and create the
correct triangles;

- To smooth a three-dimensional Mesh-surface of a tunnel (polygon approximation, smoothing of
tunnel 3D model and partial processing of "holes" appeared as a result of triangulation errors.
Using the Find Defect function existing defects of creation (crossing polygons, small clusters,
etc.) were found on a surface of 3D model and eliminated by the Healing Wizard function.
Hereafter, the Fill Holes function was used hole patching up on a digital tunnel surface left after
re-triangulation.

As showed the experience in objects modelling based on TLS data, in some software products the 3D
surface is created incorrectly due to the incorrect process of triangulation caused by a complicated
object). Therefore, it such surface should be smoothed that is to delete rough results of triangulation.
This operation is realized differently in various software products. If a vector object model is created
as a Mesh-surface, this operation is necessary. If a 3D model is created in form of NURBS-surface (by
spline - functions), then smoothing isn't required.

As a result, 3D tunnel model becomes more reliable and ready to be used for accuracy assessment of
3D model creation, tunnel monitoring, etc.

After TLS data processing the accuracy assessment and quality control were performed for the results
of total station surveying of the tunnel using coordinates of 132 control points. The maximum
discrepancies of these points were 0.031 m, and RMS error was10 mm (Figure 4).
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MK 223+31,46 MK 223+90,90

Figure 4: Example of control measurements by a total station and their compare with obtained sections.

Then data were exported in the Cyclone and RealWorks Survey software and the accuracy assessment
for 3D modelling was executed along with the assessment of tunnel condition. In this case
discrepancies of consequent spatial point position on 3D model of tunnel surface and its point model
were measured. About 121 measurements were performed. The maximum discrepancy for model point
position was 0,011 m and RSM error was 0.008 m.
The office processing of TLS data is finished by the assessment of railway tunnel conditions and
determination of geometrical parameters giving evidence of tunnel deformations. To analyse the a
tunnel’s health the following procedures were used:
1. Comparison of design and actual K-sections (obtained by terrestrial laser scanning data)
located every 10 m on a smoothed tunnel section. Such technique allows revealing a declination
of a tunnel under construction from the designed value, deformation monitoring during
construction, when maintenance begins, and during tunnel maintenance
2. Comparison of tunnel cross-sections obtained for different dates of tunnel scanning. In this
case the assessment of tunnel condition will be compared with the characteristics of its similar
cross-sections obtained for different observation epochs. This technique is aimed at the regular
monitoring of railway tunnels. Its advantage is that it allows comparing not only separate cross-
sections taken from 3D model, but 3D models of tunnel created for different dates themselves.
Comparison of cross-sections was made in the Cyclone software in interactive mode. Designed (or a
model of particular epoch) and real 3D models of tunnel’s surface were loaded in Cyclone software.
Cross-sections of both kinds of models were created at a given distance. Tangent lines are drawn in
distinguished points being under maximal loads. The perpendicular to this tangent line is restored from
the points to the crossing with real cross-section. The measured values characterizing a condition of
internal tunnel lining are plotted in the table. Then the same is made for the next cross-section. For the
whole tunnel 341 measurements were taken. The maximum discrepancy in geometry differences of
internal tunnel lining were 22 mm, and a mean difference was 11 mm (Figure 5).
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Figure 5: Measurement of deviations

3 THE EXPERIENCE WITH USING MATLAB SOFTWARE FOR
DETERMINATION OF TUNNELS DEFORMATIONS

The determination of geometry declination values in Cyclone cannot be done automatically. It is
inconvenient and makes longer the time for data processing. We made an attempt to process measured
data in MatLab for the purposes of automating measurement processes.

Plotting tunnel cross-sections and calculations were made in the built-in Simulink software package.
This package gives a wide range of opportunities for the user in updating library blocks, creating own
libraries, and drawing up new libraries of blocks.

In modeling a user may choose own method for solution of differential equations, change modelling
time (with fixed or variable period) and follow the processes taken place in the system. The results of
modeling can be presented in the form of schedules or tables.

Another advantage of Simulink software package is that it allows filling up libraries of blocks by
means of auxiliary programs written both in MATLAB language and C + +.

Data loading in MatLab software is performed from *.pts format. After loading the cross-sections are
plotted on spline basis — approximation and least squares method.

-3 —w
4 2 2 4

0 2 l 5 0
Figure 6: An example of a cross-section in MatLab.

195



International Workshop "Integration of Point- and Area-wise Geodetic Monitoring for
Structures and Natural Objects”, April 14-15, 2014, Novosibirsk, Russian Federation

0.3r

0.z

0.1

0.1 5

0zt /
6

O3 s

0.4

1 1 1 | 1 1
-1 08 06 04 02 0 0.z 0.4 0.6 0.8

Figure 7: Example of plotted section comparison:
Green profile — on the basis of NLS data
The blue — on a basis of total station data

The red - designed value.

4 CONCLUSION

As a result of investigations, the technique for tunnel deformation monitoring was developed and
tested. The deviation values of internal tunnel line geometry allow carrying out the necessary
calculations and making a report on a magnitude of tunnel’s wear, the necessity of its reconstruction or
closing. Hereinafter the author is planning to extend deformation analysis in MatLab software which
opens wide opportunities for solving such kind of problems.
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TLS for Calibrating Finite Element Models
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Abstract

In Baden-Wurttemberg the fagade of many old buildings are made of sandstone. Sandstone erosion is
caused by physical and chemical influences. Extreme thermo-hygro conditions can cause significant
damage like cracking. In this paper terrestrial laser scanning (TLS) was used for detection of thermo-
hygro deformations of sandstone. The sandstone facade is scanned in several epochs using Leica phase
based scanner. The first measurement serves as reference measurement. The measurements are
repeated roughly every four weeks to evaluate the deformation of the facade. Using the measurement
data, the facade surface can be described by a number of local area normal vectors and volume
elements with respect to a predefined idealized reference surface. By comparing the facade surface
reconstruction over several epochs, the deformation of the facade can be evaluated. Statistical
hypothesis tests are used for the deformation analysis. A three dimensional finite element model (3D
FEM) was used for the modelling of the temperature influences. In the best case this model can be
calibrated by geodetic measurements.

Keywords
TLS, hygro-thermo deformation, 3D FEM, Statistical hypothesis test

1 INTRODUCTION

The main building of University of Applied Sciences Stuttgart (HFT) was built from 1867 to 1873.
During World War 1l the building was destroyed in 1944 in the interior by bombs. The perimeter was
damaged by fire. From 1948 to 1953, the building was rebuilt MEYER (2012). The facade consists of
sandstone, which is in Baden-Wirttemberg the most popular construction material for the historical
city architecture (Figure ).

Figure 1: The nrth-eat (NO)fagade of FT

The deformations on the facade can be divided in elastic, plastic, chemical and crack-caused changes.
They are mainly a result of hydric swelling, temperature deformations, change of the materials and are
normally superimposed ZHENG et al. (2013). Some decay forms like scaling, blistering, sandy decay
etc. are very difficult to be recognized by human eyes. There are hardly any methods to monitor non-
destructively rapid decay processes. Twenty years ago an approach to determine the surface changes
and losses as well as the depth of surface loss and the velocity of the damage processes was presented
GRASSEGGER et al. (1990). This is one attempt to combine cultural heritage research with
engineering geodesy for monitoring purposes.
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In our research terrestrial laser scanning takes the great challenge to monitor the precise deformation
of the size of the damage and the velocity of the processes. The point clouds of the fagade in each scan
epoch will be used for FEM analysis and also to determine local normal vectors and local volumes. In
order to detect the surface deformations, the change of local normal vectors and change of volume will
be calculated between scan epochs. At the end the results from geodetic measurements will be
compared with FEM thermal analysis.

2 DATA ACQUISITION

According to the definition of the types of damage GRASSEGGER (1997) many types of damages on
the NO facade are observed. For our research two areas of the fagade were chosen in which there are
at least 4 different types of damage like alveolarization, crack, detachment, graffiti and algae. Each
area is around 2x2 m’ (Figure 2).

Figure 2: Two areas on the fagade (left: area 1, right: area 2)

In this paper the analysis of stone 1 in area 1 will be presented as an example (Figure 3).

e i

[ R e Y e ey - |

Stone 1 —

Figure 3: Stone 1 in area 1

Leica HDS 7000 was used for the data acquisition. This phase scanner has a measurement range of
more than 100 m. According to the measurement configuration the horizontal distance between the
facade and the laser scanner standpoint is around 15m. In order to keep the resolution on the fagade
under 2 mm the following combination for the scan modus (Table 1) was chosen for all the scans.

Table 1: Scan modus for all 5 epoch scans ZHENG et al. (2013)

Area [m?] Angle increments (Hz/V) Quality Scanning Resolution
(Frequency) duration [min]
4 Ultra High (0.009°/0.009°) | Premium (254 kHz) 5 min 2mm

In this scan modus the angle increments are 0.009° for horizontal (Hz) and vertical angle (V). The
scan frequency is 254 kHz. The higher the scan frequency is, the better the quality LEICA (2012).

Both areas were scanned in 6 different epochs. In the first scan there were not enough control points
for a robust geo-referencing ZHENG et al. (2013). For the fourth scan the weather data were not
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available. Therefore 4 measurements were used in this research. The first measurement took place on
13" March 2013. The average of temperature and humidity for each scan epoch is shown in Table 2.

Table 2: Temperature and humidity during the scanning ABUSHARKH (2014)

Epoch Date Time Average Temperature [°C] | Average Humidity [%0]
1 13/03/2013 | 13:00-15:00 -2.0 76.96
2 08/04/2013 | 10:00-12:00 5.5 58.48
3 07/06/2013 | 10:00-12:00 21.5 54.92
4 21/06/2013 | 10:00-12:00 19.5 61.95

In order to guarantee all the scans from different epochs are realized in the same coordinate system, a
local coordinate system was defined (Figure 4). Four points were chosen as control points for geo-
referencing. The laser scanner was set up at almost the same place in each epoch. This guarantees that
the angle of incidence between laser beam and fagade changes only a few amounts between the
different epochs. The average registration error is 3 mm WEI (2013).

‘ NA
T1
A A2
o
; .52
T7

Figure 4: Measurement configuration ZHENG et al. (2013)

Facade

Control point

Stand point of TLS

3 MODELLING AND DATA ANALYSIS

After geo-referencing all the point clouds are available in the same local coordinate system. The point
clouds were processed in several steps (Figure 5). Point cloud of stone 1 in epoch 1 was chosen for the
FEM simulation. In the deformation analysis all the other point clouds were compared with the point
cloud of epoch 1. In order to calculate and describe the deformation between two different epochs, the
local normal vectors and the local volume change were chosen for comparison. Other methods to
describe the point cloud based deformation analysis can be read in ELING (2009), GENECHTEN et
al. (2009), GORDON (2007) and OLSEN (2010). The classifications of both comparisons were
visualized. Then the statistical tests were carried out for the deformation analysis. At the end the
geodetic measurements were compared with the FEM simulation results.

-

Results from
simulation

Point cloud
of epoch 1

Vector
comparsion

Local normal

Point cloud
vector

of epoch 2

4

Results from
measurements

Point cloud

of epoch 3 Volume between

facade and |
reference plane

Volume
comparsion

Point cloud
of epoch 4

Figure 5: Overview of the processing
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3.1 Modelling by FEM simulation

In our research finite element program Macroscopic Space Analysis (MASA) was used for the
simulation process. MASA is mainly intended to be used for the nonlinear analysis of concrete and
reinforced concrete structures OZBOLT (2010). In the MASA program a 3D model based on the
thermo-hygro-mechanical coupling between thermal, hygral and mechanical properties of concrete is
implemented (OZBOLT et al., 2008b). Commercial pre- and post-processing package FEMAP is used
for preparation of input data and visualization of FEM analysis results (OZBOLT, 2010). FEMAP
provides affordable and very powerful finite element analysis (FEA) software to the designer. It is a
specially developed Windows solution including pre-and post-processor for advanced engineering
finite element analysis but not for non-linear FEM analysis. For the investigation of this contribution
non-linear FEM is required.

3.1.1 Data processing of FEM simulation

The data processing consists of mainly two steps Figure 6. In the first step a mesh was created from
the point cloud using Geomagic. A local coordinate system which is applied for the solid elements in
FEM simulation was defined for the mesh in AutoCAD. Then FEMAP was started to create solid
elements, define material properties and constrains for FEM ABUSHARKH (2014). After running
FEMAP all the files for MASA were generated.

Point cloud of /' Database of
epoch 1 y

/" Physical 4 Thermal 7 £ temperature

[ MasAfiles //  parameters /' / parameters i 4 and humidity  /

[

( Start MASA

)
[ Start FEMAP |
v v v
Create FEMAP ‘ Define material Define constrains

solid elements properties for FEM *

* /  Output files
L g
j Misi I ’ E

Step 1 Step 2

Figure 6: Data processing of FEM simulation

In step 2 physical parameters of the stone, thermal parameters and hourly temperature data were
imported into MASA (OZBOLT et al., 2008a). MASA modified those parameters and chose the
thermal model for the FEM simulation. After these steps MASA was run to get the simulation results.
In the end the displacements of the fagade surface were shown in response to the change of
temperature in FEMAP.

3.1.2 First results of FEM simulation

The thickness of the stone is 20 cm. At a first approach the thermal extension is modelled. The
influence of relative humidity is neglected in this contribution. The origin of the local coordinate
system was defined in the lower left corner behind the facade surface (Figure 7). The z-axis points to
the facade surface. The y-axis shows up. The distance between two nodes is about 2 cm. In this
research it is assumed that the stone is constrained at xz-plane. There are 23880 solid elements. The
humidity was not considered.
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Figure 7: Solid elements in FEMAP (left: mesh, right: solid elements)

The point cloud of epoch 1 was set as start situation. In this research the focus lays on the facade
surface. The displacements of the fagade surface are shown along the z-axis. From 13" March 2013 to
8" April 2013 the temperature change is 7.5°C. The maximal displacement is colorized in red and
below 0.008 mm. The area near the upper edge has almost no displacement (Figure 8, left). The
biggest temperature change is 23.5°C between epoch 3 and epoch 1. The maximal displacements focus
on the lower area of the stone and are around 0.024 mm. In the orange part the displacements have the
average of 0.017 mm. The minimal displacements are in the top part of the stone (Figure 8, middle). In
the third FEM simulation the area of maximal displacement (0.027 mm) is reduced. 85% part of the
facade surface has an average displacement of 0.021 mm (Figure 8, right).

0m?

0.010M

Figure 8: FEM simulations for epoch 2, 3, 4 (the colour scalars are different in those three simulations)

The result of thermal analysis shows that the temperature change does not have a big influence on the
surface deformation. The maximal displacement in those three simulations is 0.027 mm along z-axis.

3.2 Data analysis using normal vectors and volume elements

In the local coordinate system of the point clouds, the facade is perpendicular to the xy-plane. The z-
axis orients to the zenith direction (Figure 9Figure , left). In order to realize the volume calculation a
reference plane has been found by coordinate transformation. After the transformation the facade lays
parallel to the xy-plane (Figure 9, right) ZHENG et al. (2013). The x-y plane is now defined as the
reference plane for the deformation analysis.
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Figure 9: Define the reference plane

3.2.1 Comparison of the local normal vectors

Based on the research ZHENG et al. (2013) the point cloud of the stone was divided into many regular
grids which have side length of 2 cm using Matlab. In order to get a normal vector which is not
depending on the surface estimation needed for deformation analysis of volumes, in every grid a best
fitted plane was estimated. The plane is a two-dimensional vector space in R® defined with 3 points P;,
P,, P5 that are not lying on a straight line. If vector product is built KUHNEL (2013), LAU (2011)

n=(P,—P)x(P;—P): (1)
where n is a vector which is perpendicular to the plane. The shortest distance from the plane to the
origin d is obtained by projection of any point P; on the normalized vector ng:

d= n-k_ n,-P- (2
|
The plane is uniquely described by the normal vector and the distance of the plane to the origin d:
nx Xi
! n,|-|y |+d=0

z 1

r(x) =./n;+n’+n?-1=0 4

In each area in every epoch around 475 grids are computed, and therefore the same number of normal
vectors have to be calculated (Figure 10). Because of many small rough structures on the stone surface
the normal vectors of each grid are not always parallel to z-axis. The angles between normal vectors
and z-axis are colorized in each grid. (Red: 0.7-0.8, orange: 0.6-0.7, yellow: 0.5- 0.6, green: 0.4-0.5,
white: 0.3-0.4, gray: 0.2-0.3, dark gray: 0.1- 0.2, black 0-0.1 in rad.)

Jng+ng+n? ny , ®)

with the condition:
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Figure 10: Local normal vectors of stone 1 in epoch 1

The difference between two normal vectors in different epochs and their absolute values were
calculated. With respect to the angle in radiant between normal vector n; epocns OF grid I in epoch 1 and
the normal vector n; epocrj OF grid 1 in epoch j the grids were colourised (Figure 11, left). The angle
differences of normal vectors have to be tested for their significance KUHNEL (2013). For this case
normal distributed values and the significance level of 0=0.05 was assumed NIEMEIER (2008). For

the normal vectors first of all the accuracy anji of the normal vector | in epoch j was derived taking

into account all the computation steps beginning with the standard deviations of the laser scanner
observations. The authors have to note that correlations between the observations have not been
considered for the error propagation in this contribution. The standard deviation of the angle between
two normal vectors can be calculated as following:

O ngjt =\/(Gr{.i)2+(oﬁi)2 . ®)
The respective test value may be computed by
et
y=—" (6)

O-Aaijfl
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Significance test for normal comparison between epoch 1 and 2
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Figure 11: Angle differences between two epochs (left) and significance test (right)

Table 3: Comparison of normal vector angles

Epoch1-2 Epoch 1 -3 Epoch1-4
Aamin [rad] Admay [rad] Admin [rad] Admay [rad] Aamin [rad] Admay [rad]
0 0.25 0 0.34 0 0.36

Table 3 gives an overview about the interval of the differences. Most all of the angles are in interval
between 0 rad and 0.2 rad. The maximal angle difference of 0.36 rad between two normal vectors is
calculated for the comparison of epochs 1 and 4. Particularly with regard to the change of temperature
it can be seen that the normal vectors with big differences concentrate in the area where the surface is
not flat. A supposition is that in this area deformations are more active than the other areas. Almost all
the angle differences are significant (Figure 11, right).

3.2.2 Comparison of the local volume

It is necessary to use the reference plane (xy-plane, Figure 9, right) to calculate the volume between the
point clouds and the reference plane (Figure 12). In each regular grid a surface was reconstructed from
the points by polynomial of 2™ degree KUHNEL (2013):

2= f(X,y) =P+ Py X+Py, y+P,x*+P, xy+P, y°.

()
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Figure 12: Volume between the reference plane and point cloud

The parameters Py, P1o, Po1, P20, Po2 and Py; are the coefficients of the polynomial and were estimated
in an adjustment using Gauss-Helmert Model. X, y and z are the coordinates of the points FRITSCH
(2009). The volume between this surface and the xy-plane was calculated for every grid KUHNEL
(2013):
z=1(xy)
Vi=[[ | dedyix. (8)
0

The volume behind each grid from epochs 2, 3 and 4 was compared with the volume of epoch 1. The
differences of the volumes were calculated. With respect to the change of the volume the grids were
colourised (Figure 13, left). The volume differences between epoch 1 and 2 are below 0.04 cm?. The
volume differences of epoch 1-3 and epoch 1-4 are bigger (about 0.05 cm? to 0.09 cm3). The maximal
volume difference 0.089 cm?3 can be found between epoch 1 and 4 (Table 4).
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Figure 13: Volume differences between two epochs (left) and significance test (right)

Table 4: Comparison of volume differences

Epoch1-2 Epoch 1 -3 Epoch1-4
AVmin [Cms] AVmax [Cms] AVmin [Cma] AVmax [Cma] AVmin [Cms] AVmax [Cms]
0.002 0.039 0.050 0.078 0.052 0.089
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For the standard deviation of the volumes again the observations of the laser scanners have to be
considered. The approximation error of the surface reconstruction is of great importance for the
covariance propagation following e.g. equation (7) and (8) delivering finally the standard deviation of

the volume differences o, o The significance of the volume differences have to be tested. The
respective standard deviation is
oy =y (@) +(o)? (9)
The test value is calculated by
javi
y= (10)
O v,

The statistical tests were realized for the volume comparison of all epochs (Figure 13, right). From the
results of the significance test it can be seen that the volume changes from epoch 1 to epoch 3 and 4
are significant. The volume differences between epoch 1 and 2 which are smaller than 0.04 cm® and
almost not significant. The standard deviation of the volume differences o,  is always in the

interval [0.013cm?® — 0.025cm?] for this research. 7

3.3 Comparison between FEM and geodetic measurements

From the geodetic measurements significant deformations in epoch 3 and 4 have been found. But the
displacements in FEM simulation in those two epochs are not visible. A reason for that is the
temperature variation alone causes no relevant deformation. This also corresponds to the statement in
previously published research OZBOLT et al. (2008a). The magnitude of thermal expansion Az, and

hygral expansion Az, can be separated calculated by rule of thumb. Therefore other material
properties like water saturation and water absorption are ignored. The expansions Az are

perpendicular to the material layers. The expansion based on humidity change is between 5 and 1.5
times bigger than thermal expansion (Table 5).

Table 5: Thermal and hygral expension
Epoch 1-2 [mm] Epoch 1-3 [mm] Epoch 1-4 [mm]
Azt 0.011 0.035 0.032
Azy 0.056 0.067 0.045

From volume differences AVij’1 the displacements along the z-axis can be calculated by
AV,

4cm?
The maximal and minimal displacements are shown in Table 6.

Az} = (11)

Table 6: Calculated displacements from geodetic measurements

Epoch 1 -2 [mm] Epoch 1 -3 [mm] Epoch 1 -4 [mm]
AZmin AZmax AZmin AZmax AZmin AZma><
0.050 0.098 0.125 0.195 0.130 0.223

The biggest displacement of 0.223 mm is between epoch 1 and 4. The displacements from the
comparison between epoch 1 and 2 are below 0.1 mm. The magnitude of the displacements from
geodetic measurements is around 8 times bigger than the displacements from FEM simulation.
Though, the detected deformations in geodetic measurements as well as in FEM simulation have the
similar growth trend.

From the comparisons above it is obviously to see the influence of humidity can not be ignored in the
FEM simulation. In the next research it is necessary to use a combined hygro-thermal model for FEM
simulation. All the material properties like relative humidity, water saturation, water absorption and
water permeability must be considered in this coupled analysis model.
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4  CONCLUSIONS

It is possible to detect the deformation of the facade surfaces by using laserscanning measurements.
However, the scanning modus and scanning configuration should be carefully chosen regarding the
point’s 3D position accuracy and the point resolution on the object. The scanning duration in each
epoch was about 10 minutes per stone.

By the calculation of normal vectors and volumes and their changes respectively it is possible to
describe the change of the facade surface completely. The volume changes are below 0.09 cm3. The
extreme volume differences like 0.089 cm3 lay in the area with many small rough structures. The
volume differences are significant for all grids in epochs 3 and 4. The quality of surface reconstruction
may have a great influence on the detection of deformations ZHENG et al. (2013). In the next step the
correlation between the surface parameters and the volume accuracy must be analysed. This may
increase the significance of the parameters normal vector and volume difference. Besides, for the
surface structures like edges, a better reconstruction method is needed since an edge needs another
representation than a 2" order surface fitting.

Obviously the temperature influence describes the deformations not completely. It is expected that the
humidity will have a high influence on the deformation simulation OZBOLT et al. (2008a). In the next
step the humidity parameters will be combined with temperature data in FEM simulation. Also the
exact information about the cross-section of the fagade is needed to define the constrain-condition in
FEM. In the best case the calibration of this model using geodetic measurements can be the target.
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Detecting and Modelling Fine Structures from TLS data
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Institute of Engineering Geodesy, University of Stuttgart, Germany

Abstract

In this investigation the abilities of area-wise measurements to detect fine structures are investigated.
Terrestrial laser scanners using phase shift method surveyed objects with a width of less than 1 cm
over a short distance. In a first step, fine structures must be detected in the point cloud. Therefore
adequate filters must be chosen and applied. The amount of mixed pixels in the point cloud is reduced.
For this purpose the spatial orientation of each triangulated face is compared to a threshold; points
which are part of faces with an angle larger than this defined view angle are eliminated. The filtered
point cloud can be used to model structures with a diameter and width respectively of a few
millimetres either by geometric primitives, by faces or by representing element axes.

Keywords
Point Cloud, Laser scanner, Fine Structures

1 INTRODUCTION

A new branch of architecture is dealing with granular substances by emulating natural constructions
like snow. DIERICHS & MENGES (2012) describe these structures (aggregates) as unbound systems
on the one hand being stable but on the other hand being reconfigurable within a short time. In favour
of this the term “aggregate architecture” was introduced DIERICHS & MENGES (2012). The Institute
of Computer-Based Design (ICD) of University of Stuttgart researches on this topic. For that purpose,
they have developed special granules (Figure 2) which are able to build large cantilever structures
DIERICHS (2014). One example of a cantilever dome is shown in Figure 1. The elements have four to
ten legs and are made of synthetic material. Every element leg converges, but the geometry of
different legs is not completely symmetric; their width decreases from ca. 5 mm (close to the centre) to
ca. 2 mm at the end points.

Because the behaviour of these elements during the construction process should be described, it is
simulated e.g. with discrete element method simulation DIERICHS (2014). The next step is to build
up an aggregate structure by filling a specified amount of granules on a removable fundament either
manually or by a robot. To validate the simulated model, it has to be compared to the real structure. So
measurements are required.

Consequently the idea was born to monitor aggregate structures composed of fine granular elements
with geodetic methods. Multiple surveying techniques and methods have been considered (see next
chapter) before area-wise acquisition methods were chosen. So a point cloud represents the measured
object.
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Figure 1: Aggregate Structure — Cantilever dome
of granulates

Figure 2: Single granular element

2 CHALLENGE TO MEASUREMENT TECHNIQUES

2.1 Different adequate measurement techniques

Measurement of fine structures without any kind of surface structure is always a challenge. Several
measurement techniques have been considered to decide which of them is suitable to survey aggregate
structures. Particularly the orientation of the element axes can be reconstructed by measuring the
endpoints and the central point of an element. So first of all a point-wise monitoring was considered.
A disadvantage of this monitoring method is that it is necessary to touch the points of interest with any
kind of reflector or sign. This may deform the fragile elements or even the complete aggregate
structure. Measuring single points is also quite work-intensive for large structures consisting of
thousands of single elements. Point-wise monitoring would only be adequate for the survey of single
granular elements (Figure 2). So reference values can be determined for some selected elements.

In this case, only laser trackers or theodolite measurement systems fulfil the requirements of detecting
fine structures: They can reach a much higher accuracy than total stations and only a minimum of
contact respectively no contact during the measurement procedure is necessary. Often laser trackers
are combined with hand-held probing instruments. These instruments determine their spatial
orientation, so the offset between measured point (reflector) and stylus tip will be applied to the
coordinates by the measurement software.

Alternatively, area-wise measurement methods can capture contactless numerous points in a short
time. But the resulting point clouds are distributed automatically by the optical characteristics of the
instrument, so it is not possible to measure directly specified points. Also shadowing may affect the
availability of the measured points. Despite these disadvantages, area-wise measurement method was
chosen because it is the only possibility to survey a complex aggregate structure within a specified
time window. It can be assumed that the structure is stable within this time interval.

Point clouds can be produced by several measurement methods, e.g. cameras, structured-light
scanners, laser scanners and hand-held scanners.

Hand-held scanners which are combined with laser trackers or measuring arms measure fine structures
with a high accuracy. PAULUS et. al. (2014) scan young barley plants to protocol the steam volume of
the growing plants. Within a volume of few metres, small structures can be scanned all around.
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Unfortunately, measurements of large structures would take a plenty of time and many individual
placements of the measuring instrument would be needed.

Photogrammetric methods offer a variety of options to create point clouds of small elements with a
high accuracy: Photos taken by a single camera or by multiple cameras can be evaluated with special
algorithms to create point clouds e.g. dense image matching method for close range applications
WENZEL et. al. (2013). For that purpose the images must overlap. Inside an area overlapped by many
images, a completeness of 60% - 100% can be achieved WENZEL et. al. (2011). To get a detailed
three dimensional point cloud, a large number of photos is necessary. Besides it is easier to create a
point cloud if there is any kind of structure on the surface of the object. It is possible to tag an artificial
structure. Consequently, objects can also be surveyed by structured-light scanners with a high
accuracy GUHRING (2002). Light stripes are projected to the element while a camera records it. But
the projector and the camera have only a defined view field, so measurements of a large structure are
work intensive and require lots of stations.

Point clouds being produced by methods of close range photogrammetry represent fine structures with
few noisy points. Hence close range photogrammetry is a good option to survey fine structures.

2.2 Terrestrial laser scanner

Generally, terrestrial laser scanners cannot achieve an accuracy level comparable to laser trackers or
close range photogrammetry, but their advantage is the large view field: Panoramic laser scanners
STAIGER (2003) can measure the environment within 360° in horizontal direction and more than
300° vertically. Different resolutions and quality levels can be chosen, which define the scan duration.

Laser scanners produce a three dimensional point cloud by measuring distances, horizontal and
vertical angles. For distance measurements a laser beam is emitted, reflected by an object and sent
back to the receiving part of the distance measurement unit. Because the laser beam is divergent, not
only a point but approximately a circle is projected to the object surface. This diameter is the limiting
size to detect fine structures. The size of this area depends to the range to the laser scanner. For Leica
HDS 7000 the diameter is already 3.5 mm in a distance of 0.1 m from the scanner LEICA
GEOSYSTEMS (2011).

HEBERT & KROTKOV (1991) explain that “the range is measured by integrating over the entire
projected spot”. The measured distance is represented by one point in the point cloud. Similar to total
stations, laser scanners measure the distance either by pulsed time of flight (PTOF) method or by
phase shift method SCHULZ (2007). Thus, the same problems affect distance measurements. Here, a
scanner with phase shift technique was used; therefore so-called mixed pixels appear.

The term mixed pixels was defined by HEBERT & KROTKOV (1991). These points arise if the laser
beam is reflected partly by the object itself and partly by another object behind (see Figure 3). So the
effect of mixed pixels always occurs at edges of objects. Filters can reduce them but often they cannot
be completely eliminated, particularly for small objects. In this case only a small number of circles and
points respectively are located entirely on the surface of the fine object. If the object width is smaller
than the beam diameter, it is only represented in the point cloud by mixed pixels.

Mixed Pixel

P

Rotating ]
Mirror

g )

Figure 3: Origin of Mixed Pixels
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To detect a fine structure, mixed points must be detected with an adequate filter which must often be
adapted to the particular situation. Another approach would be to reconstruct the structure and edges
respectively by analysing the mixed pixels themselves.

3 DETECTION OF FINE STRUCTURES

It should be investigated whether point clouds being measured by terrestrial laser scanners can be
filtered in a way so that fine structures can be detected and modelled respectively. For that purpose
points on the object must be separated from measurement noise and mixed pixels as well as other
disturbing influences.

3.1 Detection of single structures

Before the point clouds of the granular elements or complete aggregate structures are captured,
suitable resolution and quality levels must be determined. For this purpose simpler objects like sticks
were investigated and analysed in SCHAAL (2013). The HDS 7000 from Leica Geosystems was used
to scan sticks with a thickness of 2 cm down to 2 mm within a distance of less than 5 m. SCHAAL
(2013) shows that structures with a diameter of less than 4 mm can hardly be detected. Even for sticks
with a diameter of 5 mm, the point cloud includes noisy points with a curved shape (see Figure 4a).
For smaller structures the point cloud contains an insufficient number of points located on the object
itself. Either they are identified as isolated points or the mentioned noisy points cover them, so the
object shape seems to be curved.

According to the analysis in SCHAAL (2013) the resolution levels Superhigh respectively Ultrahigh
(20,000 resp. 40,000 points/rotation) shall be used with high or premium quality, so that the rotational
velocity of the mirror is compressed by a factor 4 resp. a factor 8 compared to the highest possible
rotational velocity.

Detecting structures in a point cloud is a pre-processing step of modelling these structures. Mixed
pixels must be selected and eliminated. For that purpose a triangulated mesh of the point cloud is
created. It consists of triangulated faces and measured points as vertices. Mixed pixels can be detected
by considering the view angles of the faces. Lots of commercial software (e.9. GEOMAGIC, 2014) or
freeware (e.g. MESHLAB, 2014) offers tools to select these faces according to a threshold angle.
Here, point cloud processing was performed by MeshLab. For the sticks, the threshold view angle is
defined with 82° and for the granular elements with 85°.

Remaining triangular faces caused by mixed points can often be detected by searching for isolated
faces. Again a threshold must be inserted to define the minimal number of surrounding faces. Detected
faces and their vertices are eliminated. The resulting point cloud still contains noise points but their
number is obviously reduced and the object itself can be detected like it is shown in Figure 4b and
Figure 5.

Filtering of scanned granular elements causes more challenges. End points of the granules are hardly
detectable. In most cases, they are represented by mixed pixels. This is the reason why the element
edges seem to be curved versus end points (Figure 5). Also legs pointing towards the laser scanner are
often eliminated because an insufficient number of points is located on these parts.
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Figure 4: (a) Point cloud of scanned sticks Figure 5: Granular element — number of faces is reduced
(b) filtered point cloud (Meshlab) by criterion “view angle” (MeshLab)

3.2 Detection of composed structures

Aggregate structures are composed of many granular elements. Because of the dense connection, they
shadow parts of elements being behind them. So it is hardly possible to find an uninterrupted granular
element in the point cloud. The described process may reduce small isolated parts of granular
elements. In a further step, the filter must be adapted to distinguish between the object itself and mixed
points. However the filtered point cloud improves the detection of the aggregate structure (Figure 6
and Figure7).

Figure 6: Measured Point Cloud of a composed Figure 7: Filtered Point Cloud of a composed
aggregate structure aggregate structure

Large composed structures are normally surveyed from multiple stations. It is often meaningful to
reduce the number of mixed pixels before the point clouds are registered. In a registered point cloud,
disturbing points and triangulated faces respectively cannot be detected by a predefined view angle.
Consequently they cannot be separated from the object itself.

4 MODELLING OF STRUCTURES

After noise reduction the objects can be modelled in different ways. The complete structure can be
considered by modelling the surface or the volume by faces and solids respectively. Another approach
is to model the single elements. For detailed models, they can also be described by faces or solids. If
only the position and the spatial orientation should be analysed, elements can be described by straight
lines or curves.
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Here, two different objects are considered: Cylinders and granular elements.

SCHAAL (2013) uses the software Geomagic to estimate cylinders out of the scanned sticks. After
filtering the point cloud (see 3.1) cylinders are estimated for the chosen points. According to the
remaining points on the object in single scans, cylinders can be estimated for sticks with a diameter
larger or equal to 4 mm. Registered point clouds contain more points on the object so even cylinders
with a diameter of 3 mm can be estimated in many cases. If there are too many noise points around the
object, an estimation of cylinders is not possible.

In the modelling process for granular elements, their legs are represented by axes and lines
respectively. Because the legs of the elements are convergent to their ends, the line is assumed to run
from one end point to the opposite one. The accuracy of these virtual lines depends to the position
accuracy of the detected end points and represents only an approximated orientation.

To calculate the axis of the granular elements, the position of the element centre is required. Currently
the approximated position is determined manually. In future, the element centres shall be determined
automatically. Because the size of the element is known, a sphere with a radius corresponding to the
length of element legs is defined. Points outside this sphere are assumed to be mixed pixels or belong
to other objects and are eliminated. A convex hull is created around the points within the sphere to
detect end points of the element legs. Because mixed pixels have not been deleted completely, some of
them might also be part of the convex hull. Therefore all points which form the convex hull are
separated and analysed. First the distances between the particular points are calculated. Because all
points are part of the sphere, maximum distances should be close to the sphere diameter for points on
opposed legs of the element. Multiple point combinations fulfil this requirement. For all candidates the
spatial orientation is computed which is used to segment the amount of detected lines for the particular
axes. The next step is to reconstruct the particular axes. For each end point of a line, the amount of
possible candidates is centred by calculating the mean coordinates. The candidate with minimum
distance to the mean end point is chosen as approximated end point. The representing virtual lines are
added Figure 8.
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H
Figure 8: Granular element with approximated element axes
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5 CONCLUSION

Detecting and modelling fine structures from point clouds by area-wise monitoring are a challenge. It
requires special acquisition methods and special processing algorithms. Elements with a diameter or
width down to 4-5 mm can be surveyed by terrestrial laser scanners using phase shift method for
distance measurements. But the detectable width depends to the offered resolution of the scanner and
the measuring distance. Point clouds have to be filtered to detect the structures and elements. For that
purpose, a filter level must be defined which deletes enough mixed pixels or other noise points to
recognize the structure itself but which does also not eliminate too many points on the object itself.
Smaller structures can be captured either with hand-held scanners in combination with measuring arms
and laser trackers respectively or with photogrammetric methods.

It might be possible to combine all these methods to acquire structures with lots of fine details in an
efficient way. Thereby mixed pixels within the point cloud indicate edges or fine structures. For
example parts which cannot be reconstructed by a laser scanner point cloud are added by a point cloud
which is created using images. In this case, adequate registration methods are necessary.

Currently, precognition concerning the shape and size of fine structures is necessary to model them,
e.g. diameter of cylinders or length of element legs. A more detailed analysis may automatize the
estimation of diameters or radius. Also the detection of element centers or the elimination of
background segments may be improved by automation.

In future investigations, detected and modelled structures can be compared to the results received by
photogrammetric methods.

6 OUTLOOK

Aggregate structures can be deformed quite easily because of their flexible behaviour: They adapt
perfectly to the acting forces, because the single element itself can be deformed to a certain level.
Additionally they may be arranged in a new way like in a fluid DIERICHS & MENGES (2012). So
deformation tests will be conducted. Deformations can be detected by modelling the single elements
(position and orientation) and compare them for different epochs. But this modelling process is very
laborious. For quick results it is more convenient to model to complete aggregate structure as a
volume or surface. After filtering the measured point cloud, the structure can be composed of solids
e.g. tetrahedrons which are not allowed to overlap. So the volumes can be compared for different
epochs. Changing volumes indicate deformations. The location of the deformed region is determined
with further analysis.

The surface of a structure can be composed by a newly connected mesh representing a non-convex
hull. According to the principle of Delaunay triangulation, no other points shall be located within each
triangle. Here, this principle must be adapted to the 3D space. A second surface of another epoch can
be intersected with the first one and deformations can be recognized. It is also possible to compare a
point cloud measured at another epoch to the surface and take the deviations as indicators for
deformation.
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Future Challenges of the Small Atomic Oscillators Used in
GNSS Monitoring Systems for Structures and Natural
Objects

Konstantin M. Antonovich, Nikolay S. Kosarev
Siberian State Academy of Geodesy, Novosibirsk, Russia

Abstract
The installation of small atomic oscillators in GNNS receivers and satellites open new possibilities for
using them in monitoring structures and natural phenomena and objects. The advantages are
considered.

Keywords
GNSS, receiver, small-size atomic clock, measurement accuracy.

1 INTRODUCTION

All applications of satellite navigation systems are based on the signal propagation time measurements
from the satellite to the receiver. Therefore the accurate timing information has the decisive
significance. The time is necessary for the observer’s position fixing in the inertial space, and for
satellite precise positioning. In this case it is important to measure the distance between a satellite and
a receiver. To provide a distance error no less 1 mm the time should be known as less as 0.3-10™
seconds.

To have such accuracy of distance measurements to a satellite making by the one-way method the
atomic clock is required to be in a receiver too.

It is important not only the clock oscillator stability but also their size and the mass. The present-day
to the product miniaturization has touched GNSS technologies as well SHKEL (2011). Some
laboratories are are engaged in the development of the small-size atomic clock. The National Institute
of Standards and Technologies of USA and some powerful companies (Honeywell, Symmetricom,
Kernko) have started to develop the small-size atomic clock production technologies. The small-size
atomic clock MACH was developed in Russia at the Frequency Standard Laboratory of the Physical
Institute of the Russian Academy of Science. Some characteristics of modern oscillator types are given
in Table 1.

Table 1. The characteristics of modern oscillators

On the base of | Traditional rubidium| Precision quartz | Small-size

Oscillator Characteristics atomic ray tube| frequency standard |crystal oscillator [atomic clock

Long-duration relative

frequency instability, for 1 10" 1012 10™ 5.10"2
hour
Cost, thousands of rubles 3000 100 18 less than 30
Volume, cm® 10000 200-500 60 less than 50
Input power, W 100 ~12 ~3 0,3
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In compare with precision quartz crystal oscillators the application of the small-size atomic clock
together with a GNSS receiver has the following advantages:
- The signal lock time becomes shorter; observations are more stable in close conditions and
urban areas;
- There is no necessity to introduce the receiver clock error for each epoch. This reduces the
number of unknowns in equations for calculation of coordinates and its increments, increases the
system equations conditioning resulting to the accuracy increase of and the reliability of results.
- The decrease of noise of direct observations and derived measurements (single, double and
triple differences and their combinations).

Small atomic oscillators are also used for the development of new GNSS measurement processing
methods. Checking technique of code and carrier phase measurements by geometric range differences
is considered. This technique is based on approximate base station coordinates and data taken from
navigation message ANTONOVICH (2011), ANTONOVICH (2012a), ANTONOVICH (2012b),
ANTONOVICH (2012c), KOSAREYV (2012a), KOSAREV (2012b).

However, there are other sources of errors because of reducing errors from the same source leads to
the accuracy increase only in case of reducing the impact of other error sources among which the most
serious are the multipath, some kinds of interference, and ionospheric scintillations. The use of filters
can improve the problem solution ANTONOVICH (2011), ANTONOVICH (2012a), ANTONOVICH
(2012b), ANTONOVICH (2012c), KOSAREYV (2012a), KOSAREV (2012b).

Owing to the application of small atomic oscillators together with GNSS receivers for measurements
the accuracy is higher than that provided by standard quartz generator-based receivers. We consider
that the measurement errors in plane for distances less than 10 km between stations will be
approximately 1 mm + 0.1 ppm-D (D is a distance between reference stations) at the duration of
observation about several minutes.

The application of small-size atomic oscillators in geodetic monitoring structures and natural objects
can provide quantitative, quick and accurate solving integer-valued phase ambiguities because of the
receiver clock correction is constant and the carrier phase pseudorange equation contains only three
unknown variables (three coordinates). From other side, using small atomic oscillators allows error
reducing in determination of geodetic height MISRA (2001). This is the most important in structural
monitoring using GNSS technologies LUCCIO (2002).

2 CONCLUSIONS

The small atomic oscillators open a new era for GNSS techniques for technology used for geodetic
monitoring of structures and natural objects.
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The Assessment of Geomechanical Situation in the
Neighborhood of Designed Open Pit-Side Contour
Convergence with Shafts in Mine Development

Tulegen T. Ipalakov', Erik K. Nurzhumin®
ID. Serikbayev East-Kazakhstan State Technical University, Republic of Kazakhstan,
23, Seyfullin Kazakh Agrotechnical University, Republic of Kazakhstan

Abstract

The paper suggests tentative assessment of geomechanical condition in the neighborhood of designed
open pit-side contours convergence with shafts during multiple-purpose mining of the deposit using
probabilistic approach.

Keywords
Mine, resistance, risk assessment, uncertainty, probabilistic analysis, safety factor

1 GENERAL INFORMATION ABOUT AN OBJECT

The given paper studies the option of the opencast development using spiral ramp (Figure 1). The
distance from the mine bench crest to the shaft “Ventilyatsionnaya” (ventilate) was 62 m with the
design factors of the pit wall with safety bench width of 10m and the bench batter of 75 degrees. The
distance to the shaft “Kapitalnaya” is 44 m.

Deposit mine “Yubileynoye” (Jubilee) can be conditionally referred to the mines in “high-strength”
massifs; their walls are a fortiori stable because their bench crest is conditioned mainly with the wall
structure and transport communication system parameters. That is why the calculation of stability in
the area of convergence with permanent mines has been done taking into account the mine geometric
parameters on the first place.

The influence of the mine space on perimeter massif is expressed in the occurrence of stress

concentration zone and relieving zones, stress vector direction alteration, shear load increase near the
wall.
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2 THEORY

Modern concept of operating complex anthropogenic structures including mines suggests the
transition from the ideology of “complete safety” to the ideology of “acceptable risk”. To do this it is
necessary to analyze and develop the system of risk management that is, decreasing the latter to the
acceptable level.

Risk occurrence is caused by uncertainties which occur on different stages of resistance calculating.

Systematic analysis of uncertainties and assessment of geotechnical object risk can be solved on the
basis of probabilistic approach. The advantage of this approach is in the deformation occurrence
probability as an important indicator of the pit wall resistance state. Probability calculation input
parameters (initial data) and the results are considered as probability distribution and not as discrete
assessments of slopes done by determined methods.

Probability approach uses all values of physical-mechanical properties of lithological differences
making the mine wall slope deformation and possible combinations of different factors influence are
considered. In the result of calculation we get the probability density function of safety factor values.
Detailed probability calculation allows improving significantly the analysis quality and accuracy, to
assess the mine walls deformation danger.

Long-term experience of using probabilistic methods for calculating the resistance of mine benches
and walls at foreign enterprises has allowed to develop specific criteria to assess deformation
occurrence probability (P.,). Reference SULLIVAN (2007) presented acceptable bounds of
deformation occurrence probability under different geomechanical conditions. Below the Table shows
major geomechanical risks that may occur under different designs of the mine wall in the area of
convergence with “Ventilyatsionnaya” shaft.
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Table 1: Major geomechanical risks

The distance of mine wall convergence with the shaft, m

97 | 116 | 134 | 141 | 152
Slope batter, degrees.

78 80 82 83 84

Potential geomechanical risks

Sliding surfaces corresponding
to global minimum of the wall
resistance cross the borders of
shaft guard pillar, which may
cause the deformation of shaft
massifs.

Inadmissible level of
deformation occurrence - - - - +
probability

The guard pillar and shaft are in
the zone of stress concentration
comparable with the massif rock
strength

3 PRACTICAL APPLICATIONS

Nevertheless, we must note that the shown above calculations have been done for the conditions that
mainly take into consideration the wall geometrics. If negative engineering-geological factors are
revealed in the process of detailed geomechanical exploration of the deposit, it will be necessary to do
more complete analysis with more accurate distance of the mine wall convergence with the shafts on
the further design stages. Besides, one must pay attention to the fact that the upper part of the shaft
and guard pillar are in the tensile stress zone (Figure 2), where the direction of stress resultants
indicates the presence of potential sites where the process of the massif additional crack formation and
rock fragmentation are possible. It is necessary to note that under such capacities of benches and walls
in the shaft area there is a serious danger of deformation occurrence in case of disconfirmation
physical-mechanical properties of deads under their changing to down. The method of decreasing
stress-strain properties (SSR) has determined that if there is 20% decreasing of rock bond and 15 %
angle of internal friction decreasing, glides may occur; their mechanism is shown in Figure 3 (on the
example of “Kapitalnaya” mine area). The mentioned above stress-strain properties alteration,
especially near “Ventilyatsionnaya” mine, there is an oxide zone there, may be conditioned by several
revealed factors such as negative structural, engineering-geological, hydrogeological and other
features of massif rocks forming outline zones, and also under the influence of anthropogenic factors
(mass explosions on the ground and underground) in the pointed areas.
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Critical safety factor = 1.27
Failure probability = 0.1%

Figure 2: Results of calculation the resistance of the system “the mine wall — the shaft of “Kapitalnaya”
mine using finite element method (slope angle is 84 degrees,
the mine wall slope is 58 degrees, safety bench width is 10 m)

[ |
. 418 |

Figure 3: Mechanism of possible deformations in the mine “Kapitalnaya” shaft area at decreasing stress-
strain properties of outline massifs below critical safety factor
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4  CONCLUSIONS

1. The results of resistance calculations done in the area of mine walls and mine shafts convergence
using the original geological data being at the moment revealed the area of possible alteration of walls
and benches design factors, with the objective to increase the distance between the pointed objects.
The permissible estimated slope batter is 83 degrees for the mine “Ventilyatsionnaya”. The distance to
the mine shaft will be increased up to 141 m if the safety bench width is 10 m. The permissible
estimated slope batter is 84 degrees for the mine “Kapitalnaya”. The distance to the mine shaft is
119m correspondingly. Such wall structures will allow to decrease the negative influence of the mine
on guard shaft pillows and mine industrial sites.

2. The pointed walls factors are close to critical which is supported by the calculations using the
method of decreasing stress-strain properties (SSR). Thus, if there are changes (decreasing), 20% of
estimated rock adherence and 15% of internal friction angle, there may occur deformation with rather
serious effect. That is why, in spite of the conditions dictated by the deposit opening structure it is
necessary to use the given parameters on quite limited wall sites for the construction of final outlines.

3. Having the objective of decreasing geomechanical risk on the given mine sites, it is necessary:

— First of all to make geomechanical drilling and to make a range of laboratory examining of
structural, strengthening properties of rock massifs, to specify the degree of their alteration due to
anthropogenic effect, to study hydrogeological conditions;

— To develop practical recommendations for the wall structure on final outlines, in
geomechanical zones 1 and 4 of the existing mine, to open experimental-industrial sites, and to foresee
conducting the necessary cycle of experimental-industrial and experimental works for the prognoses
and analysis of geomechanical condition of the layout massif in their designs.
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